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Preface

Perhaps the disquiet over '"decision'", which is a
central theme of this paper, reflects a personal and
completely unjustified aversion to games. Let it be
known that I do like watching games, in attractive
surroundings, and at a safe distance; for I can dress

the players in rich garments. Poker is played on a

Mississippi sternwheeler, horses are raced in the vicinity

. of the Royal Enclosure at Ascot, at Newmarket, also;
roulette is for Monaco, or, {n more flamboyant guise,
Las Vegas; chess is redolent of pipe smoking Dons; I

accept it because Dodson took the psuedonym of

Lewis Carroll. With chance it is the same, it conjures
up the Prebendary of St Pauls, Whitworth, formerly
fellow of All Souls, concocting his 1000 exercises
(later published,as Choice and Chance (1901) ). If you

strip away these apparitions from a game, reduce it to
the arid bones of an abstract tree of choice, or place
it in normal form, as a rectangular array, the joy of it
is gone.

Others, of a less incurably romantic disposition,

do not feel so strongly on this score. Taking an impartial
stance, even I can see that clarity is gained, and a
great deal of mathematical elegance is achieved, by
working outwards from this simple paradigm. All the

. same, there is some sense in my emotive reaction "I can't
see why they bother to play a game like that, at all"
{where '""they" means the players or participants).

The fact is Decision Theories which are
rooted ,with few exceptions, (Beer, or Ackoff, for
example) exclusively in a game-like image of things
do not really talk about the participants. :
These theories either assume or assert some char- 1
acteristics which the participants have (the des-

criptive variety of theory) or that they ought




to have (the normative variety). Under one banner or
the other,theOPiStS-proceed)apace‘to manufacture
abstract superstructures, several of which count
amongst the most beautiful scientific accomplishments
of the last few decades. Most of these have been
debated during the previous conferencey, but some
stand out as landmarks,even if we limit our
attention to recent developments, since the
publication of Von Neumann's and Morgenstern's
Theory of Games and Economic¢ Behaviour (1944, second
edition 1947).

There are two classical papers by Ward
Edwards (1954 , 1961) which introduce the
community of behavioural and psychological
scientists to the game theoretic,or decision
theoretic, notions developed in the context of
economics and sociology . The later review ends
with a consideration of the paradoxical game
"Prisoner's Dilema', which gave rise to much
of Anatol Rapaport's brilliant work and to

an ongoing debate involving his student and associate

appeared ,quite recently, in Behavioural Science)
There is an early symposium (1952) under the aegis
of the Ford Foundation, the military agencics,and

the RAND Corporation written up and edited by

Thrall Coombes,and Davies as Decision Processes

(1954),and the experimental report by Davidson,

Suppes and Seigel, Decision Making (1957)

both of which treat issues as significant today

as they were in those days (for example, the 1957
book ends with an account, in terms of preference
chains, of choice between incomparable alternatives)-

Luce and Raiffa's classic, Games and Decisions (1957)

E over the years, Nigel Howard (the latest papers
|
:
|
I
!
1
!
|
!

is still about the most comprehensive and thought-
ful overview of issues that are surprisingly up

to date. For example, the authors comment upon one of

the truly perspicuous (but little known) pieces
of game theoretic enterprise, Braithwaite's
inaugral lectures as Knightsbridge Professor, at
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Cambridge, published as The Theory of Games as a
Tool for the Moral Philosopher (1955).

Actually, what are people doing with

this game and decision paradigm. Some state their
intention clearly ; for example, the work of Swets
and Tanner, or of Brecadbent, (1971) in Decision and
Stress (to cite only two instances), is directed
towards explaining mental data processing as though
it were some kind of sigpnal in noise detection, a
kind of noise perturbed decision. These are
explicitly metatheories about the human operator

qua object’and the usefulness of these theories

(for example, of the Receiver operating curve

as a predictive instrument ,in human data proc-
essing),is well acknowledged . Here, and in like
minded developments, there is no essential
commitment to the effect that someone really is
"playing"” a game; it is just as though this were

the case, it is our choice, as external observers 2

or experimenters, to view the situation in that way.

On the other hand, the majority of theories,
both descriptive and normative theories of decision,
are committed, like it or not, to a tacit (and since

it is tacit, quite commonly forgotten) agreement, oOn the part

of persons and teams  to act as players or

decision makers, The expedient of stripping a

game situation down to the bare bone paradigm

also carries with it the idea that choice

amongst alternatives is, somehow, elementary or

unitary; that it is normal and natural to 'guess' (a
somewhat mysterious operation except in the "20 Questions"
Television show which is contrived to foster guessing,

just as one armed bandits are made for this same purpose).

4# nTagk specific' theories, such as Brunswick's "lense
model" may, perhaps, count as intermediary cases
but all of them can be construed in this manner.

In particular, Decision Analysis carries this commitment
very strongly, and here it is made explicit.

3




The assumptions (in a sense, the axioms)
of the paradigm are as follows., There are players
A, B,... {one may be nature in a ''game against
nature) who find themselves in states where

they can choose between alternatives, modelled as

exclusive and exhaustive sets of moved, which situation
may occur once,or repeatedly, (in "iterative'" games
expanded as '"'tree structures" to select
"move sequenceé‘orhstrategieg}. The contingent

or (in the limit of pure choice by one person)

the uncontingent K outcomes are known,or may

become known (depending upon the conditions) or may

be known probabilistically, so that expectations

can be determined. The players or participants

find it reasonable to make a deterministic or prob-
abilistic choice amongst moves, strategies, or mixed
probabilistic combinations (as in the Von Neumann

and Morgenstern solutions). Regarding probabilities,
they are subjective probabilities for the Bayesian,
(although rationally modified by the data at successive
trials). In contrast probabilities are in some sense

objective for the frequentist.

The players or participants must entertain

preferences or personal values over the possible
outcomes and these preferences must obey certain
rules (for example, transitive ordéring) and may or
may not (again depending upon the circumstances)

correspond to a utility function ie, a graph like

L3

Otifsey of
*slue o
vayoft

¥alue of Pepoft —o

Where "Payoff' may be money,or some other

commodity (or a whole batch of differert ones, mapped
onto a common 'evaluated' property). In order to
compound these quantities, for calculatiig expectation,
likelihood,and other derived figures, it is essential

that preferences and probabilities are independent.

4
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I appreciate that these axioms of
the paradigm are relevant to the casino,and to
some real life situations. 1 repeat my genuine and
considerable admiration for the elegant formal
structures that are built up around the paradigm
and, insofar as the paradigm is realistic, salute

their indubitable predictive power?tﬂowever,

it seems to me that this paradigm (which has been
sketched afresh, in order to accommodate greater
‘ liberality of interpretation than is usually allowed)
is not often applicable; it does not seem that choice,
in the game-like, or decision sense, is often a
unitary act. If matters of consequence are involved,
it is hazardous to suppose that choice might be én

elementary,or unitary act.

Moreover, looking back over the literature
and melding it with discussion at the previous
conferences, many of the "mainstream' decision
theorists seem to entertain a similar scepticism.

A large amount of the work, both formal and empirical
has been devoted to expansions, elaborations,or
enrichments of the pgradigm intended to retrieve

that raucous, rich fabric of reality for which the

paradigm is one, and only one, abstraction.

Efforts are made to retain the axioms upon
which the sophisticated mathematical development

. hinges. But, with that caveat, nearly everyone is end-

JkThe literature is replete with "mathematical
elegance" as witnessed by a couple of arbitrarilv selected
papers. Both Nichols, A.L. "Coalitions and Learning"
pp 391-403, and Gilette, R. "Collective Indecision"
pp 383-391, are quite characteristic of this attitude,
both of them in Behavioural Scipnce’Vol 22, No 6.
1977. They are excellent papers,but ‘it is difficult
to see their psychological relevance and the
experimental studies referred to in Nichols' paper
are of the "contrived'" type.

5
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eavouring to build the games played by Homo Ludens
(Huizinger 194¢2) and the games played by children and
their seniors back into the roots and origins o thovght.
Being realists)they would like to retrieve

the games and decisions epitomised in Flowers of

Delight (De Vries, 1968, Dobson; a charming anthology

of late 18th, early 19th century, nursery-literature
where games come mixed, as they really are, with

moral admonitions and the magic of the hydrogen

balloon at Raneleigh Gardens). Or they

would like to decide how to run a business, or a

country; operations with similar complexity, and

style.j#

These entirely understandable endeavours,
typical of the synthetic essays of reductionism, are
bound to fail because the building blocks are inadequate.
The act of abstraction that models the poker players
on a showboat, or the Oxford Dons, within this paradigm,
is Optimal for a very special class of decision
but it cannot be generally employed. Embedding the
skeletal paradigm in elaborate taxonomies (decision
under uncertainty, risky choice, bargaining, and so
on)  is liable to obfuscate the issues at stake.

Perhaps it is better to reserve the paradigm
for those special situations where it does

fit; few of them involving human decision

#Disdllusionment with the current state of the art,
as practiced in the decision process of operational
research, is reflected in a recent paper by J D
Tocher (1977), "Planning Systems ', Phil, Trans,
R. Society London, A 287,p425-442, In the same
volume De Jong JJ ""Setting objectives in a bus-
iness Enterprise, a Cybernetic Approach'", 493-507
and Ozbekhan H, "The future of Paris", p523-544
show a trend towards a participant and system
approach' (very different approaches, incidentally)
Again,in the same volume Lefkowitz I "Integrated
Control of an industrial system" pp443-465, and
White G W T and Simmon< M D "Analysis of Complex
Systems" pp405-423, vere towards the distributed
regulation paradigm recommended in Section 3 of
this paper

6




as such ; after that to start afresh by examining
the reality of command and control,or management,
or the games that are played,if not in earnest,

then at least for pleasure. By ''reality", I mean

both intellectual (or psychological) reality as well
as ''concrete reality"; in fact, a fortiori, the

intellectual reality of the participants (not just the
reality of an unbiassed external observer). The
synthetic converse; building up structures and measures
from inadequate analytic reduction statements,

axioms, units, or whatever, is, in a sense, shown

to be absurd by the conundrums which plague the

more philosophically astute mathematicians, The

point is made by Martin, in his very difficult,

but very wise, book, Intension and Decision (1963).

The main opposition to this proposal is
likely to come from the experimentalist, stripped
of what seems to be a neat and tidy experimental
situation already equipped with formal tools. But,
as soon as experimenters move from picayune choice
tasks to relatively complex tasks thei, too, must admit,
by token of the results obtained when the system is
complex, that the neat and tidy paradigm is a sham.

One cannot write so critically if nothing is
suggested in place of the paradigm denied tenure. So,

reserving the elegant mathematics for where it does apply,

this paper provides a rather different kind of
experimental situation (which exteriorises many
aspects of conceptual activity as stretches of
behaviour). It is not ideal but it does stand a
chance of furnishing data about realistically
complex decision.

For example,

(a) It is not assumed that alternatives are given
(though they may be,in special cases). Usually,actions
become alternative.-like only where processes are set
in motion at an ongoing cost.




(b) It is not assumed that decision-situations are
tree.like (though they may be, in special cases). It is

quite possible that processes set in motion (generally

several at once) may (or may not)interact ; they may or
may not be autonomous (if not, they can be monitored by
feedback,and modified).

(c) On the whole we are more intimately concerned
with subjective probabilities (degrees of belief,and

the degree and content of doubt) than frequency
probabilities , though frequencies are one amongst

several useful indicators of the aleatory component

in a situation. Inference from one situation to

another, and reasoning based upon frequency of occurrence
are valuable insofar as one situation is comparable

to another (an analogy of form) or may be dealt with

in a similar manner (an analogy of method),

(d) Analogies, either recognised or abduced
(invented) are the basis for most (all) decision
making. An analogy is more than a similitude. It is
a (more or less specific, but well determined)

similarity taken together with at least one distinction

(there may be an indefinite number of valid distinctions).

(e) In respect to subjective probability, the proposed
methodology is in accord with Phillips (1976), or Raiffa
(1970) #But the lack of a tree-like structure leads

to obvious mathematical difficulties and these, in turn,
call for a differently based theory of how beliefs,and
the tangible evidence supporting them ,are compounded.

At least one candidate theory (not my own) is proposed

as operationally sound.

% A propos tree structures; see Raiffa, Chapter 9,
Section 2 (when does a tree become a bushy mess"
and the concluding line " - a bit of art can be
added to science'. Some other possibilities are
proposed; as to whether they constitute art or
science.l do not know but suspect they are both.




(f) The experimental situation exteriorises definitely
subjective but sharp, or exact, events; these,

and fuzzy guantities surrounding theﬁ, may be (objectively,
or impartially) scrutinised by an external observer.

(g) The notion of value or worth is assigned to

—
v~

activities or process preferred by the participating
decision makers. It follows that value is considered

as a reflective (participant sensed) quantity,which is

. one aspect of -an agreement (unlike for example, length

or velocity). It is possible for an external observer
to act as a participant and under this circumstance,

preference, value, etc, may be quantified but in a

#
relativistic manner, only.

* (h) One, possibly perplexing, feature of the
experimental paradigm, or methodology, is that a
decision process is seen systemically as implicating
the participants, their task environment and their
exteriorised representation of the task environment.
Under these conditions, the participants should never
guess (of course, they do entertain and occasionally
exteriorise imperfect or incomplete descriptions and
intentions,and act upon them; that is not guessing,
ie. imitating some external chance device).It is
also true that the familiar chance devices (dice and
the like) are usually amongst the worst oracles
which may be consulted in order to resolve
indeterminancy.

#Social tokens, such as money, have a commonly
agreed value,shared by an external observer (acting
as a member of that society). Here the agreement may
be quite general; but it is still true that 'the
worth of money” is of a different kind to the "weight
of some pound (or dollar) notes”.

' 9




The experimental (or operational) methods are
attached to a theory; to some extent the methods
grew out of the theory. Regarded as a theory of
learning, conceptualisation.and thinking, this
theory (Conversation Theory) has enough empirical
support to warrant a fairly confident manner of
exposition. It is a quantifiable but relativistic

and reflective theory of the participants (hence,

the comments on subjectivity made in clause (d) above).

With respect to decision making, the
theory is embryonic; it is open to amendment and
in its amended form is in need of very considerable
development.

In conclusion, I would like to thank colleagues,
too numerous to mention, at System Research,Brunel
and the Open University, and in other places. As a
particular acknowledgment about half of the material
in Section 4 is extracted from Progress Reports No 3
and No 4 jointly authored by Robin McKinnon Wood,
Dave Ensor, Nick ‘Green and myself and the Decision
System which is described has been developed under the
sponsorship of the Army Research Institute for the
Behavioural and Social Sciences, Grant DAERO 76-G-069. The
THOUGHTSTICKER system, which is conjoined with it in
the "planning sessions'" K has been developed jointly
under the sponsorship of this grant, our SSRC Research
Programme HR 2708/2;“Learning Styles, Educational
Strategies and Representations of Knowledge: Methods
and Applications? and AFOSR Grant 78-3520,”The
Influence of Learning Strategies and Performance

Lo
Strategies Upon Engineering Design,

10
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1 Introduction j

This paper is. an exposition of two, closely related,
lines of argument. One theme sets out (and describes
a realisation of) a means for exteriorising decision "
on the part of individuals,or teams; it is argued that
such a realisation is minimal, at least in the context
of command and control, management, or complex-:man-
machine .systems. The other theme is a discussion, as
yet incomplete, of what decision is.

Both of the two lines of argument depart, more
or less radically, from the empirical and theoretical
paradigms of decision theory.

On the empirical side, it is maintained
that the choice behaviour observed in the
majority of psychological and decision oriented studies
is insufficient to give an adequate picture of an
underlying decision process; that, in order to obtain
such a picture,it is necessary to exteriorise normally 1
hidden conceptual events as stretches of complex and

L meeae teiama e

many -faceted symbolic behaviour (ie. the use of a

language, although usually a non verbal language.)

On the thecretical side, we question the orthodox
idea of choice amongst a set, or series, of given alternatives
over which there are realistically distinguishable
probabilistic and preferential choice.criteria; at any
rate, the orthodox paradigm, even if elaborhted by
inferential aids,such as computer programs able to
carry out Bayesian inference, or by the employment of
multiattribute utility scales, is of local, rather than .
. general, relevanc

In developing both themes emphas.« will be

placed upon the notion of decision as a process, akin to b
problem formulation, problem solution, or thinking

which may be distributed over the individuals in a

team,or the components of a man- machine system.

n




1.1. ‘Agreement to Participate, Goals and

Representations

"Decision " surely implies an agreement, by a
decision maker (individual, team,or man-machine-system) to
participate in an activity[ponsisting in decision or
culminating in decision),which takes place in a
situation such as military command and control,or
management. Both the activity and the situation are .
circumscribed by a usualiy incomplete description
of conditions it is desired and agreed to achieve or maintain.
Occasionally,the description is neat enough to
constitute a "goal'", like maximisinghpayofftor the mean
value of payoff. More often, the term 'goal" is mislead-
ing, insofar as it suggests a single mindedness and degree
of specificity that seldom exists,in practice.

Consider, for example, the description cf a
mission to protect trade routes between several island-
countries, with specific means of transportation (sea,
aeroplane, rail across a causeway, and so on). The
routes need protection because the trade is disturbed by
marauders which,maliciously or not, disrupt traffic. The
mission is to be accomplished by manoeuvring vehicles
which can intercept marauders that endanger the trade.
The vehicles, though they may communicate and cooper
ate, have limited resources (for example, fuel is made
available at a certain, possibly variable, rate). The
decision maker (one or more individuals) agree to under-
take the mission by acting as commander(s) of (groups of)
vehicle(s).

The Mmission, as described, has no

fixed duration (though it is quite realistic to suppose,
as part of the agreement, that any individual has a

fixed term of service). Nor is it clear that the mission
is really one mission. Responsibility may be, and may
have to be divided between commanders with their own

ontributory missions.

12




Nor is the description itself
really fixed. Even if roles are assigned to each
participant in a strict hierarchical structure,the norms
and duties are interpreted idiosyncratically. Even if
geographical boundaries are delineated by a map, with a
commonly égrééd interpretation, the geography is
individually perceived. For example, different trade
routes are perceived to have, and consequently do have,
varying significance. Distances on the map are not the

same as perceived distances, measured by the yardsticks of

danger, difficulty and the kudos attached to engaging in
a particular expeditior . Insofar as there are strange,
partially known,or apparently haphazard events, any
description that properly accommodates these events is
bound to change ,and, generally, to change quite
differently for different participants.

Finally, the set of possible activities, bounded
by the number and control characteristics of the
vehicles and fuel available to the vehicles, are
augmented by personal (if you prefer the word /'"superstitions')
features that add to, though do not contravene, the
operating manual description. To phrase it otherwise, if
captains did not personalise their craft, if commanders
did not ("superstitiously" as well as factually) personalise
their units, if stockbrokers did not personalise their
ploys, then they would not be decision makers, except
in the trivial, and irrelevant, sense that an autopilot
may be said to decide. It follows that the customery
demarcation between descriptions and prescriptions
is hazy. Any prescription for what can be done
involves a description of what may be done and, vice
versa, descriptions may he used, in a process,as a
prescriptive formula. Where processes are involved,
it is safer to speak of a representation sometimes

used descriptively and sometimes prescriptively.




1.2, Some Consequences of Statements about Decision

With these dogmatic statements, 1 am tacitly
characterising "decision'" (as a process distinct
from the activity of an autopilot or programmed
regulator) and do not anticipate too many quibbles on

this score.

The view is fairly uncontentious if '"decision”
is qualified as ''good decision" or "effective decision"
If an autopilot, for example, could manoeuvre
the vehicles to protect the trade routes, effectively,
then surely this, or some other device, would be

assigned to the job.

1t is undoubtedly true that certain aspects
of the job should be, and are, relegated to control
mechanisms; all credit to the clever people who
design the contraptions,and make decisions in the process
of design. It is also true that almost any decision
process, viewed grossly, from outside, will

resemble, or look like ,the operation of a regulator or

controller. But this does not mean that the decision process
is such an operation and I strongly maintain it is not
(though maintaining, also, that during most complex

decision processes, the decision makers will decide to
employ regulators which do not, themselves, decide, in

order to achieve, or to aim for, stipulated ends).

It is worth re-emphasising the generally
dynamic character of decision making . Clearly, the
"mission' is satisfied by am activity; by intentions
that are actualised,or reified. This characterisation
is believed to be universally applicable. 1t is
something of an accident that decision theory,in its
"traditional” form, emerged from contrived situations
that are designed to be truncated and to yield static
outcomes (like dice throwing, or choosing between
alternative lotteries). These are very special cases

though it is mathematically appealing to image the
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normally active form by a static picture (as Howard,
in his elegant metagame theory, images the interplay
of the hypotheses and anticipations of participants
by an hierarchy of metagames). In command and control,
or in management systems, it is impracticable to rely
entirely upon these static images. Quite generally,
whatever the situation, decision is a process.

1,3. Doubt

One critical property of a decision process, which
distinguishes it from any other conceptual process,
is that the conduct of a decision process

leads to an awareness, a doubt, and the resolution of doubt.

All the underlined words (awareness, doubt and
resolution) are used in a technical sense to be
lexplicatod in the sequel. For example doubt, is
many faceted and, as a rule, its resolution changes
the kind of doubt experienced . If all the
several kinds of doubt are considered,then the
aggregate doubt is a degree of awareness. In
particular we are unaware of automatic or robotic
processes,

Surely, we can be aware that we have
acted automatically: that such and such a behaviour
is automatic and yields results . We can be aware
of deciding to act automatically,and may be more
or less doubtful of the outcome. But the process
responsible for the automatic behaviour does not, itself,
product doubt. We are, literally, unaware of it. This
is true, a fortiori, for well learned skills, or well
learned intellectual skills which count as concepts.
We are not aware of walking, or of adding numbers,

unless, of course, a mistake is made and is noticed
or pointed out.
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1.4. Independence, Coherence (or agreement) and

distinction (or predication).

Another characterisation of the decision
process is brought out by the following question.
"How is a decision picked out from the flux of

an ongoing decision process?”,

Some reorientation is needed to answer the

question and I (at least) find it necessary to

put aside a number of deeply ingrained presuppositions,

such as the idea that sets of "exclusive and exhaust-

ive alternatives are given or that trials (as in
throws of a dice) are independent unless otherwise
stated.

Consider, instead, two or more a priori
independent systems; intuitively, the most familiar

example is two or more independent people, A, B.

Let them be in doubt about something, T.
and let their doubt be resolved . Stated in
mechanistic terms, suppose there ure independent
processes in A's brain and B's brain focussed
upon T, which initially cannot be jointly executed
ie. they are incoherent processes. By dint of
transactions between A and B,let coherent execution
of A's Tirelevant process and B's Tirelevant
process be rendered coherent. This is an A, B,
agreement in respect of T and . to this degree
A and B (the a priori independent systems) become
dependent. The information transfer required to
effect coherence is what A and B experience as
awareness (its degree as a doubt, its content
as the processes shared in the agreement) . How-
ever, A and B remain distinct,in respect of T-
literally, they have (or are) different perspectives
with respect to T. In order that this shall be so

the T agreement (or’equisignificant]y}thv T
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coherence or T dependency) between A and B must
be supported by a predication or the

creation of a distinction which is computed by

A and B. 1t may also be called a decision

in respect of T by A and B; such units of
agreement, dependency, or coherence supported by
distinctions are the units that can be winkled

out of a decision process as particular decisions.

A representation of this decision process
contains static symbols that designate actively
computed distinctions; for example, of

T itself. This, generally, is the only way

to dissect particular decisions from an ongoing
process such as command and control or management.
We shall retain the image of A and B reaching
agreements supported by distinctions,throughout
‘the paper, though the characterisation of A and

B will be liberalised to encompass, for example,
different teams or different points of view enter-
tained simultaneously, by one person. At this
point, also, we insist, once and for all, that the
decision process implicates not only A and B
(however characterised) but their task envir-

onment (A and B are not usually solipsists).

The A, B, paradigm is useful, since it allows
me to bring notions from Conversation Theory
(the author and others) to bear upon decision
making. It is also, so far as I can see,

the minimal situation to examine.

This view is in sharp contrast to ciassical
decision theory and comparable disciplines that
identify decision as selection and suggest that a
decision process is a very complex arrangement of
selections, performed by a compliex machine. Accord-

ing to the present (conversation theoretic, agreement

maintained - by distinction) approach the entrenched




suppositions of classical decision theory lead to a
description of events from which, if taken seriously,
all vestiges of decision have evaporated.

1.5, The unity of Decision and other Mental

Operations

So far as command and control situations
are concerned, it is almost platitudinous to
comment that decision making involves learning.
For example, the representation is learned . In
general decision processes are inextricably merged
with other conceptual operations such as
learning , thinking, problem formulation and
problem solving,which also give rise to an awareness
and resolution of doubt. To this extent, the previous
demarcation of decision process is convenient but
arbitrary. In the sequel, it will be assumed
that these other mental operations are invariably
implicated though attention is focussed upon
participants who have agreed to take part in, and
from time to time reach agreement about, a mission

centred upon a given task environment, open or not.

2. The Character and Quantification of a

Decision Process

This section and the next are concerped With
an overview of decision by individuals and teams.
Decision has various components such as planning
and implicitly giving a description of the
task environment, taking points of view or
perspectives, selecting methods (as a limiting
case, a plan seen to be reasonable from a
particular point of view),and anticipating

outcomes.
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K Specifically, we consider various kinds
of stable agreement, 1n the context of a
man-machine-system able to accommodate a '"mission"
such as the "mission" of Section 1.1. ; agree-

ments over plans and descriptions, the role of

consciousness (and ,to some extent, what con-
sciousness is), the notion of stability
applicable under such circumstances, the
genesis and resolution of doubt about methods
and outcomes, the influence of conceptual
style upon the decision process (or, at any
rate, how style is theoretically related to

a decision process within the present frame-

work).
2.1. Summary and Development
4
It has been argued that:
(a) Decision is a process, engendering

awareness+of doubt and its resolution.

(b) Decision makers agree to participate in the
process. Decision makers also agree from time to time,
about plans, actions, methods,and the like. The logic
of agreement is a coherence logic and may be regarded
as an extension of Rescher's coherence logic. Coherence

and veridiciality (factuality) are compatible but not

identical.

(c) The agreements reached in a decision process
are supported by distinctions which can be used

to tag "particular” or "unitary', decisions

and are inscribed in a representation of the

process,

(d) The activity and the situation in which decision makers
agree to participate are both represented in an often
idiosyncractic manner .over and above certain commonly

interpreted features.
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It is difficult, if not impossible, to
demarcate parts ol this representation, as descriptive
and other parts as prescriptive ; rather, the

representation, which is the-foens of the
initial agreement to participate, may be

used descriptively and used prescriptively.

(e) Certain actions, that superficially, resemble
decision are not (except trivially ) deemed to be

a decision process; notably, the operation of an
autopilot. Clearly, human decision makers are not
always bound to decide. The human decision maker can,
for example, act like an automatic and autonomous
regulator but, in doing so, this person is not deciding.

() The decision process is a component of mental
activity and is invariably associated (at least in
complex command and control systems) with thinking,

problem formulation and problem solving.

Certain skills, relevant to the task environment

both are  and must be overlearned . as in (e). The well

known positive correlation between decision performance
and task specific performance is neither surprising

nor accidental, but simply necessary.

(g) These contentions are not, generally, compatible
with standard decision theoretic, paradigms,; thus, for
example, it is usually impracticable (maybe impossible) to
estimate probabilities and preferences independently, in the
course of decision. Further, the relevant alternatives
frequently emerge from the representation of a decision
domain, without prejudice to the existence of concrete
alternatives (for example, that a vehicle cannot

simultaneously move left and right).

(h) It is wise to remain uncommitted on the score of
decision size. A commander or an industrial magnate seems
to make large and important decisions, whereas the
helmsman,at the wheel of a yacht,is engaging in a
relatively unintellectual activity. Supposing that all
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these people really are "deciding",within the present
"terms of reference' we cannot, without further data,
determine whether one or the other is doing "mere decision’
There is no real justification for the view that

the commander and the magnate '"decide more'"; because they
have a more abstract and formal background, though

the possesion of intellectual skills is an interesting

fact in its own right and one determiner of conceptual
style; a quantity which may be estimated quite accurately

and reliably. We may, also, estimate the responsibility taken
by an individual or a team,in the context of a task

or a mission (like the mission in Section 1.1.) and
relative to other individuals or teams who might

have acted differently (given the same opportunity,
as more or less responsible decision makers). This

matter is taken up in Section 6 >f the paper.

2.2. Exteriorising the Decision Process for

Observation

In Section 2.1.(a) Decision was defined as a
process engendering the awareness of doubt and the
resolution of this doubt (to produce a belief or

agreement suppcrted by one or more distinctions). The

definition is entirely subjective (as the decision
maker is identified as a "you" or an "I" or a '"they"

1"

or a "we' but not as an "it" or a '"that". To hark
after a genuinely objective (meaning "it referenced')
decision process would, in the present f{ramework, be
doomed to failure. Regulators, such as autopilots,
are properly "it referenced" but, just because of

that, they do not decide.

The underlying philosophy deserves attention.
That something or other is subjective does not
imply that it cannot be delineated or quantified;
nor, barring a peculiarly blinkered vision of science,
does the subjectivity of something or other place it
beyond the compass of scientific enquiry. However,

as it stands, the awareness,the doubt and the belief
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attending a decision process are esoteric,and it is
natural enough to seek for an other-than-private

way of discussing the decision making of an individual
or team.

A clue as to what is required is given by
Clause (b) of Section 2.1,that decision makers agree to

participate in a situation and an activity. The clue
leads to the

consideration of agreements over areas

belief), supported by predications or
distinctions, These agreements most certainly include agree-
ments over a

of doubt (or

situation, an activity, and its representation
(either used descriptively, or prescriptively). But the
agreements involved in the decision process are more
numerous. Insofar as the representation is used
prescriptively,there must be an agreement over

means (or methods); insofar as the representation is
used descriptively, an agreement over goals or
conditions to-be-maintained. That is not all. If a
specific method is intended (ie. there is an agreement
to adopt a specific method), then there is an

agreement over a plan (over how to do something). If

a condition is specified,there is agreement that this
condition should be maintained by any method; given a
method or not, a doubt to be resolved regarding the
conditions likely to prevail; given a method, a

doubt to be resolved about whether or not the method
will achieve the desired condition. There are

agreements over roles, within the representation that

is agreed,and over perspectives, or points of view,

with respect to the agreed representation. Finally,

there are agreements to change the representation, .
and,if it happens (due, as later, to a singularity

or bifurcation) that the representation must be changed,

then there are agreements about how to change it.

To exteriorise awareness, the doubt and
the resolution of doubt, leading to a system of
beliefs, we shall arrange for a dialogue, or con-
versation (as in Section 1.4) between two or more partic-

ipants A, B.. who are in a position to reach agreements in an
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appropriate language, L. The participants are a prior:
independent (equisignificantly, they are a priori
asynchronous),entities who become partially dependent
(equisignificantly, locally coupled, locally
synchronous),when they do reach agreement. For
example, A and B may designate two or more members

of a team or, with equal cogency, A and B may
designate teams (or subgroups or roles).

2.3. Observable Awareness and Consciousness

Using the word ''consciousness" in the
careful manner advocated by McCulloch (that
participant A is conscious with participant B of
something which they call T) the private "awareness"
of doubt and its resolution is converted, by this
expedient, into A,B, consciousness of some (possibly
complex) entity, T, whenever A,B reach an agreement
in language, L (ie. an L agreement) over T. Thus,
consciousness has a degree or quantitive index
which is the A,B, doubt; it has a content which is
the set of coherent beliefs entertained by A and B;
that is, what they agree about and denote "T". If
attention is restricted to stable and coherent
beliefs, then the logic of agreement becomes an
extended logic of coherence and stable agreements
can be recognised by a standard method of observation,
je. such stable agreements and the decision process

in which they are reached are "it referenced", and

thus objective, observables.

Stable agreements (in contrast to ephemeral
or evanescent indications of accord) can be secured
by defining the notion of stability and providing
rules of L usage that are bound to satisfy this definition.
The standard condition for observing a stable agree-
ment is shown in Fig 1 (later, what stability is), where the

{ External observer using

( metalanguage L *
/\’/ 1L >
3 L O u 2

~

q-u Envlromnenthf_‘

A's brajp = ﬂ
B's brajin = m

\

Fig 1
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participants (here, A and B) engage in an L conversa-
tion regarding a task such as the mission of Section 1.1
and an external observer using a metalanguage L * over L
as his means of expression detects stable agreements
(occurring as "I referenced" or "You referenced"
Statements in L). Within L * these agreements are '"it
referenced" statements with a veridicial (or factual)
truth value rather than a coherence (or agreement) truth
value assigned to the agreement by A and B in their

language, L, and in contact with the task environment.

The arrangement is retined with great
practical benefits by requiring that A and B converse,
through a computer regulated interface consisting of
a representation of the task environment, using L, but

constrained by part of the interface to the rules of
L usage.

This arrangement is shown in Fig. 2 and
the interface contains both the representation and
the equipment used to ensure logical L usage.
Notably, the computer regulated interface can include
various control systems, decision aids, records of
useful information and that the representation may
represent not only the task environment, but also
A's image of B and B's image of A; their mutually
conceived roles in the decision processes. Further,
the control mechanisms may be employed to act upon
the task environment (in order to perform control
operations prescribed by A and B) or (and this is
a departure from tradition) as prescribed by the

representation of the task environment,to which

they, in turn, provide data.

A's brain =

(

External observer using the |
i metalanguage L ¢ l

r ! 8's orain -:_N
, Computer Regulated Interface
A ’contllninl representation of| L B f
(aspects of) the task d | . b
leavironment . ' Flg 2
Task tnvlronmutl' — J
Pttt o
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To implement the arrangement shown in Fig 2

! i. is convenient since all or part of L is a non verbal 1
' language, to use graphical and mechanically interpretable

symbols. However, L must retain the richness of spoken
language; it must be possible to personally address
questions and commands in L, to give instructions,
precise or incomplete, to offer descriptions, complete
or incomplete, and to express metaphors that designate

L analogies (ie. the semantic interpretation of an

L. metaphor contains, as any valid analogy, a similarity

- and a distinction).

et e

Given the properties sketched in the last
- paragrpah, and spelled out in other publications, the
representation of the task environment can be completely

expressed in L, even though L is a non verbal language.

What is the representation of the task environ- 1

ment? Where does it come from?. The answers to these

I shall simply provide the answers that apply to a
configuration in use at this laboratory, pointing out
that there are other possible answers (our configuration
is, however, one of the minimal configurations able

to exteriorise a genuine decision process).

2.4. _A Non Trivial Team Decision Making task

A concrete implementation of a system capable of
carrying out the "mission" of Section 1.1. has been developed
as a result of a 2 year project in which various less sophist-
icated arrangements were tried out and found inadequate,

’ for one reason or another, to exteriorise the process of tecam

decision making. A complete account is furnished in the

Final Scientific Report of DAERO 76G0O69 and in subsequent ]
reports of DAERO 79GO009 which are available as detailed
accounts. The following comments provide an overview that
highlights salient and peculiar features of the Team Decision Sys-
tem (TDS), as it exists. They certainly do not furnish a




Plate 1 Plate I1I

Configuration of the Team Decision System

25,




complete description, if only because the system is being
continually updsted as research proceeds. The existing
configuration is shown in Plate I and Plate II.

The scenario involves an environment called
“Space'" which (initially) is a torroidal surface. Dis-
posed about space are 4 starbases which have energetic econ-

omies maintained by trade. The trade is carried out by
transporting resources or manufactured articles  in

barges that ply between the "Starbases” . Left on its
own, the economy will thrive but there is, unfortunately,
a source (possibly, haphazard, possible malicious,
deterministic but too complex to learn fully) of
marauding entities.”Klingonsﬂ‘which have the property

of interupting trading barges and pirating their
contents; given this source the starbase economy

would collapse unless something is done to eliminate
"Klingons'" when they are nuisanceful.

Other features of space are (a) the presence
of fixed and innocuous "stars' the clusters of "stars"
providing a grain or geography to space, and (b) the
existence of annular, symmetric lines of weakness such that
if for any reason, excess energy is dissipated in their
neighbourhood, space is 'cracked" (for example, the
torus into cylinders, the cylinders into a plane, the
plane into half plane etc). Nmvigation of barges

and (as later) spacecraft is impeded by "cracks"
in space and ''space' is implemented on an LSI 2 with 32k

core and discs; part of the system block outlined in Fig 3(1i).

Because the economy is disturbed by Klingons,one
or two commanders are hired (the subjects) and each is
in command of two a-priori-independent spacecraft. In
fact, each spacecraft is a Z80 microprocessor with
56k storage, so that each commander has two independent
consoles for display and response by means of which the
two spacecraft are controlled. This control activity gives
direction and velocity to the spacecraft and permits

the following operations; "Mining" (offensive Klingons)
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repairing "holes" or "cracks” in space, investing energy
resources, and search for specific information. Upon
initialisation, each spacecraft is provided with a con-
stant amount of energy. But any spacecraft must be in
continual motion (except for an occasional docking operation).
All of "mining", motion and information search, (apart from
a local scan showing space in the neighbourhood of a craft),
involve the expenditure of energy. Fresh energy is
obtained by docking at a starbase , for a restricted
interval ,and in their role of mercenaries, the

commanders may invest spare energy in the economy of

one or more of the starbases, as well as refuelling their
craft.

Apart from the movement and information
search the primary operation is Klingon elimination,
by depositing ''mines'" in their vicinity. The energy
of a "mine"” is absorbed by any "Klingons'" in its
vicinity and the "energy dosage' is accumulated until
a threshold value is reached and the "Klingon" is
demolished. "Excess energy' (if any) impinges upon
space. llence it is easy to ex>pend ''mine" energy
improvidently. If this occurs, at anyv point, a hole
is made in space, and unless repaired, is a small
impassible gap. If too much energy is dissipated,
by "mines'" laid in the neighbourhood of a line of weakness,

then space is cracked along that line (Fig (i)

Repair operations that patch up space is one
mandatory type of cooperation. To repair a hole,any two
independent spacecraft may come together (and pay, in
energy units, for the repair operation). To repair a crack
at least one spacecraft of eachk commander must be brought

together the two commanders must (jointly) pay for the
repair.

The view from the spacecraft is strictly limited
each commander sees, gratis, a limited "window” containing
the objects in that vicinity with the spacceraft in the

centre, and the windows may or may not overlap ¥ig 3(iii).
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Global information can be purchased by the commanders at
energetic cost,but is delivered through a separate display
(representing kinds of object in all of space (Fig 3(iv)).

Interaction with the environment is limited and
the updating of the environment state and the spacecraft
state is based on the partial information also available,
gratis, to the commanders (current motion and action, the
local scan 4s an image of space in the vicinity of any
one spacecraft). Apart from this local synchronisation, at
the parallel interface, the spacecraft are asynchronous

and independent so that conflict may arise and conflict
resolution is a real issue.

This is true, a fortiori, at the essential bif-
urcations, signified in this case, as cracks in space, when
genuine and not arbitrary, decision is required. For
apart from the limited interchange with the environment
of space, it is the commanders who locally synchronise the

activity of the spacecraft to render it overall coherent.

The rate of Klingon intrusion is a variable
which can be given values that render the task non existent
(rate is zero) or on the other hand, quite impossible rate
(too high). Most of the experiments have been run under
differing rate values, all of which have been chosen
to render the task impossible under most circumstances.

In practice, the task can be performed if, and only if,
the spacecraft (two of them to each of the two commanders),
are given tactics, ie. series of conditional instructions

that allow the spacecraft an autonomy to act on their own.

For practical purposes, tactics are unlimited
in length (actual maximum about 60 instructions and
tests) and an unlimited number of them mayv be stored (in
each spacecraft microprocessor) for access (a) by another
tactic (b) automatically,as later, or (¢) as though they
were commands to move in a given direction, to mine  to
repair etc. Finally , tactics are programs consisting
in usually iterated "If ..then.. else" statements. These

statements combine the potentialities of the craft, for
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movement, Klingon elimination, repair, information search
ie. the original commands together with conditionals.

Unless provision is made in the tactic for global inform

ation the conditions tested apply to the craft window
(the window displayed in the scan on each spacecraft
display) . In the interests of uni formity the commands
""to move in a given direction”,to "repair', or whatever
are defined, also, as tactics.

Since ''no movement' is impossible there is no
circumstance under which '""no tactic' exists. The space-
craft once commanded, or better, given some tactics.will

carry them out as an automonous unit.

X (This, at least, is the existing situation; when
this paper was written there was only a fixed menu of

tactics, which was not too satisfactory).

Under conditions of Klingon intrusion that
render the use of tactics (for most purposes, other.-than
unconditional commands), mandatory, the commanders exter
iorise much of their normally hidden conceptual operations
in tactics of which some, at least, are used. The resulting
behaviour, together with spacecraft positions and the
condition of the environment is logged (at the point when
the spacecraft are interacting with their environment) .
Summary records, of energies, Klingon density, etc. are

printed out as data (Appendix 2), although the current

system records all relevant events as well as summaries.

Certainly.the tactic expedient does externalise

large segments of normally private mental operations

as recordable intentions or behaviours. But is that

degree of exteriorisation enough to uncover decision making?

Not aquite; for the commanders might ,in principle,
simply leave their craft alone. In any casec, it is
desirable to have reasons for doing things on record
together with why certain actions are takenor certain
operations (the tactics stored in the microprocessor)

are introduced.
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To close this gap,a further role is introduced
namely,a ''supervisor"” who from time to time interrogates
both of the commanders through the central display and
keyboard (this is the only use made of the keyboard;
other responses are routed by the control boards, one
to each spacecraft).

The "supervisor'" is, in fact, a computer program
run in the environment computer. It comes into operation
{and the entire system is "frozen" whilst it is in control)
when certain information conditions have been satisfied
by the commanders and their environment; when they have

both experienced and reacted to, enough events,
The design is as follows:

We know, a priori, certain syntactic forms of
question to be asked in an interrogation about whatever
has happened. for example, what , where, how , why,

how likely, what is the size of, questions.

Further,question forms can be assigned to
8 slots in an interrogation session (a technically
convenient but otherwise arbitrary number). Hence,
a series of interrogation-sessions each of 8 questions,
can be mapped out and a question form assigned to each
slot in each session.

Thus:
Session 1 Session 2 Session n
Slot 1 Where Is there
Slot 2 How often Why
Slot 3 Why How often
Slot 4 How likely Where
Slot 5 How many How Many
Slot 6 What How likely
Slot 7 When How Likely
Slot 8 Which How large
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is a typical distribution of question forms. Each question

preey

: form contains at least one blank to be filled in.

Thus, for a question form constructed in the
usual manner there are blanks, to be filled by whatever
data of a given data type may be encountered For example,

there are question forms like the following, with blanks
denoted U, V, T, R, S,

"How many U were there in the vicinity of Spacecraft X

and How many U in the vicinity of Spacecraft Y"

U = Klingon, or hole, or trade route (as typical data
types) or

"Why did you change U for Spacecraft V"

U = tactic, V = spacecraft X or Spacecraft Y,

or an economic enquiry such as:

"Which is the most prosperous R or S"

R = one starbase, or trade route, S = another starbase or
a trade route.

or the unconditional form

"Where is X in Space and where is Y in Space"

Reply by coordinates on the global picture of use of space.
or likelihood estimations:

"What is the chance of finding U in the left upper quadrant
of your local '"scan'?

U = Crack, Hole, Barge, Klingon, Starbase or other
spacecraft.

Blanks to be filled by data types are listed
as the content of the slots in the question forms
listed as components of the sessions 1, 2, ... n.
The program fills in, and, if necessary, overwrites the
blanks as soon as data of an appropriate type is provided
by an event in the "window' neighbourhood of spacecraft X
or the "window' neighbourhood of Spacecraft Y, that is,
by events that have actually been experienced by the
commanders although not necessarily perceived as relevant.
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The first (after that, the next) interrogation session
is initiated when the blanks for both commanders are
filled by relevant data collected by the blank filling
operation, since the last interrogation, so that, on
presenting questions (to be answered, together with a
confidence estimate), the blanks have been filled.

Appendix 1 shows a record of the questions
with blanks filled-in (perhaps differently, for the
commanders, although both commanders are interrogated),
printed with the commanders responses and the factual
data and tactics for the last occurrence of the salient
events. The process is repeated,for subsequent
interrogation sessions. In the current system, factual
or behavioural data and tactics are recorded as each
interaction between the spacecraft and the environment.
But, as in this sample, the questions and responses are
recorded only at the (comparatively few) interrogation

sessions.

This method is extremely powerful ,and so
far as I know,original. Still it is not quite enough
because the responses should be combined with the
tactic specifications and continually embedded in a
representation common to the commanders (that is some
part of the representation must be common to the
commanders; in many respects they can see their
environment quite differently. depending ,for example,
upon whether they are oricnted to Klingon.elimination
or to making kudos out of investing in the starbase
economy,,

The building of a representation is discussed

in the next subsection of this paper




2.5. Representation

Decision making takes place in the framework
of a task (and decision maker) representation which is
built up by an act called "planning” though it could
equally well, be called "describing the world as it is
seen’' . Subjects are required to engage in this activity
from time to time, as a decision process goes on.

The borderline between tactic construction and planning
is hazy (for tactices are represented and may be derived
from a representation), It exists only because of technical
limitations upon the present system. As it stands, the
machinery used for running the environment is, 6 also.used

for constructing or executing plans.

2.5.1. Planning Languages

Goguen and his associates have devised a
peculiarly lucid language for describing plans. That
is, given some transcript material and a means of
discourse analysis, he describes the plans, comspiracies,
or whatever, that may have been thought up by the people
engaged in planning conversations, meetings, and the
like. It is, for example, possible to express
the idea of a goal, of an actor, of doing and of
done by, or to be done by, in this graphical

notation as well as the idea of conditior holding

(the predicates in Goguen's formulation). The main

connections are "If ... then ... do X and do Y and". .
or "Do at least one of X, Y, ..." and a special qualifica-
tion of the type "Do X, next Do Y next ..." (in order

to maintain or to satisfy a goal relation).

There is a family resemblance between this
planning language and the language employed in the
system ander immediate discussion. The differences
are partly due to the different domains of employment
(ie. post hoc description of plans that have been
made,in contrast to the present domain of decision
where descriptions are not really distinguishable

frem plans being made). Thus, in the present language,
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it is possible to describe (say) a mission,or a vehicle
or the actions of a vehicle; similarly, to prescribe
(for example) the tactics or immediate actions of a
vehicle; similarly, to prescribe the strategy or
strategy class appropriate to the mission.

Tersely, the language L includes this
graphical language, and the inscriptions in a

representation are legal L expressions.

A statement of which L expressions are
"legal" and of why they are '"legal' must await the
discussion of stability(Section 2.8) as the term is

used in respect to agreements between the participants.

Note, here (for the record, and as a cue to recall) that
the rules of L usage permit the inscription of stable
agreements’(in the sense to be hdicated in Section 2.8).

2.5. 2 Overview of the Formal Character of the

Representation

Without invoking stability, it is possible
to consider the types of representation that are
available as formal entities. A certain amount of
jargon is unavoidable (though it is explicated fully

at a later point).

(a) The "representation" is a described array of

orders of entailment meshes, their condensations and

their pruning fields. In general, these pruning fields
cover the task environment or have it as part (not

usually,all) of their semantic interpretations.

(b) An entailment mesh is a directed graph in which

the nodes stand for stable L agreements (that have been
or might be reached by A and B); the directed grcg
stand for L derivations that carry one stable agreement




into another. Apart from nodes in the graph that
represent analogies, all derivations are locally cyclic
or rederivable and may be multiply cyclic (derivable
by many different paths),

(¢c) If a perspective, or point of view, is adopted
(as it must be in stating an intention,or converting
part of the representation into an action), the cyclic
mesh is opened out into a nearly hierarchical structure,
called a Qruning)under whatever node in the mesh
corresponds to the perspective or point of view.

(d) The mesh may be pruned under any node. A
pruning is a class of plans. A selective pruning is

one plan.

That is, a selective pruning, alias a plan, becomes
identical with a tactic of Section 2.4 if the nodes stand for
commands or "unconditional tactics' (as they are defined in
Section 2.4). Similarly, a pruning is a coherent class of plans
(alias tactics) and may be constructed as such. Vice, versa, if
any entailment mesh representation is activated, then some or all
of these tactics may be "executed". This formulation is closely

allied to the Admiralty Actquepresentation. Gregory C (1%79).

(e) Supposing a mesh of order m, any of its prunings
may be systematically and mechanically condensed to
yield one node in a mesh of order m + 1 and so on for
higher orders, m + r, r > 1. As a rule,only the
condensations of prunings under nodes of the order m
mesh that have more than local cyclicity are of
interest. Other than local cyclicity indicates an
essential redundancy in the derivational structure

at order m and the derivations in the mesh of

order m + 1 abstract such redundancies ,(they do

not simply image the relations between several
distinct nodes, selected as perspectives, already
expressed in the mesh of order m).

(f) A mesh at order m + 1 (or m + r) may be pruned
at that order.
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(g) Conversely, any condensation may be expanded
In general, expansions are not unique (thus, expansion
of a node at order m + 1 may yield the pruning of

order m ;rom which it was derived by condensation,or a
class of prunings of order m which will include the one
from which it was derived).

(h) The expansion of nodes in a mesh of order m
yields a pruning or a class of prunings at order m - 1
or, in general, m ~ r. Notice this is distinct from a
pruning or hierarchicalisation,at order m.

If a pruning under a given node is expanded
prior to condensation, the expansion calls for
additional information from the participants and is
obtained (if at all) by adding to the representation.
The importance of this idea of expansion without prior
condensation is as follows (and it needs emphasis).

In general, it would be necessary to associate
each node with something that it stands for; namely,
a process such as the motion of a vehicle (Fig. 4(a) )

representing one spacecraft.

Fig 4(a)

Usually, processes are executed,and thus
interpreted,independently unless otherwise stated (by
an analogy in the mesh). Using logical terminology,
processes are usually realised (given a semantic) in
distinct "universes of interpretation'; for example,
vehicle X ,in contrast to vehicle Y (which are, by
analogy, perhaps similar in control characteristic
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but different in position, course, energy). The
construction is shown in Fig.

on independent processes is stated in terms of

"universes of interpretation'" in Fig.

Fig 4(h)

This principle,

Spacecraft X motion may all be obtained from the
environment of spacecraft X and the course of spacecraft X

as given in the entailment mesh. However,

the mesh only in terms of the distinctions (Dist (X,Y) )
which ,together with the similarity (Sim), make up any

analogy that may be asserted between these vehicles

(Fig. 4 (£) ).

4(b) and its reliance

4 (c).
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Are these process models needed?

Some of them are, since the mesh has no other
interpretation. But we might, as in Fig. 4 (g) open out
the mesh by adding further nodes so that processes
contract to events that are, for any participant and
some particular purpose or perspective, regarded as
unitary events. This operation is precisely expansion
without prior condensation and it leads, in a loose way,

to a uniform representation.

The construction is tricky, however, for the
following reasons. There is an indefinite number of
unitary events for any participant, certain finite
subsets of which are sufficient to retrieve the entire
structure if the Dist (X,Y) are stated. It does not
follow that events are,in any sense,absolute (any of
an indefinite number of subsets might be chosen as
unitary events). There is, for example, no reason to
believe (Fig. 4 (g) )} that evern for one participant
and perspective, the unitary events proper to X are
also proper to Y. The events that seem unitary will,
usually, depend upon the perspective adopted and the
number of distinctions, Dist (X,Y), that are madc to
support the asserted similarities of analogies (the

Simi) if any at all are stated.

The difficulties are real but have less
consequence than might be expected when it comes to
practical applications and the implementation of experimental
systems. The representation is expanded (without prior
condehsation) to any entity in the system that has real
values (for example, a vehicle does, willy nilly, have
values of motion, direction, energy). These do not, of
course, specify an adequate operational vehicle (with a
sensible motion, a sensible tactic, or whatever) but
values exist in the system and can be picked up as
part of a (very bad) vehicle description/plan/representa-

tion (in fact, so bad that the vehicle is moving slowly
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in an initially specified direction, as a result of which
it will run out of energy). The representation can be
refined (a further expansion) and it must be refined if
the vehicle is to do anything of value(without moment

to moment supervision) but, logically, this expansion is
not demanded even though it is operationally mandatory.

Other entities in the system exist, ie. have
values, willy nilly (for example, intruding mar;hders,
called "Klingons', barges journeying between fixed loci
called "Starbases'"). Their values include energy,
location, direction,and, in the case of '"Starbases",
economic resources and trade carried out(by means of
"barges" ). If these entities are represented as nodes,
there is no logical demand for a refined representation,
even though operational efficiency depends upon such a

refinement.

However, there are also entities created by
the participants which do not have values excepting those
assigned by the participants, for example, '"Starbase
Governors'" and "Vehicle Tactics". A "Starbase Governor'" is
a plausible "superstition" (an important 'superstition"
for some participants, also). Here we logically require

either that the participant specifies a process
representing the Starbase Governor and a domain upon
which it operates having variables with a finite set

of possible values, or that the mesh is expanded to
properly derivable nodes, that stand for variables having,
in Zadeh's sense, possible values. In the case of

a "Vehicle Tactic", we do not logically require

expansion (since vehicles have values, as above)

though it is operationally desirable.

Let us return to the initial theme.

We thus have a possible array of entailment
meshes of various orders. To satisfy the initial
statement of (a), there is some I for which an array

can be based upon an entailment mesh of order m that
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has nodes that are condensations of entities (in
general processes that include all the entities in
task environment). The description of this array is
a combination of predicates asserting distinctions in
all the L analogies designated by nodes in the array
of meshes.

2.6. Origin of the Representation

Having said (indigestibly, but tersely) what a
representation is, we can address the question of how it
comes into being.

One possibility (in our particular configuration)
is that a representation exists ,before A and B, the
participants, come on the scene; further that this
representation satisfies clause (a) of Section 1.5.

Another possibility is that no representation
exists before A and B make their appearance and that a
representation is built up by forming a static inscrip-
tion of the L agreements reached between A and B as
a result of their dialogue. In this case, the stability
of agreements (which can be expressed in terms of the
derivational structure relating the corresponding
nodes in an entailment mesh) is guaranteed as a result
of the computer regulation of the interface, which
ensures L legality (and ,in the required sense,
stability), as in Section 1.1.

In between, A and B may find an initial representa-
tion of part of the task environment, which does not
satisfy clause (a) of Section 2.5. However, the
participants can amend and add to this representation,
as they decide about the task environment.

So, for example, the participants who agree to
undertake the '"mission" of Section 1.1 may find an

incomplete representation of the geography, trade
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routes, and of what their vehicles can do. It should
be emphasised that the representation, though accurate

so far as it goes (and it is incomplete) is not unique.

As a rule, the incomplete, initial representa-
tion does not suit A and B. Moreover, it is inadequate
to determine the mission or even to. control the
vehicles that carry out the mission. By adding to and
amending the representation in the course of their
dialogue (recall, the exteriorisation of a decision
process) A and B may or may not arrive at a

. representation that satisfies Clause (a) of Section 2.5,

Usually, in experiments, things are arranged
so that even after a great deal of decision the
representation does not satisfy Clause (a) of
Section 2.5. For, if it did, then this representation
would determine the mission and the participants
€ould not need to decide.

1.7. Accommodating an Evolving Representation

In order to depict the amendments and additions
made by the participants, Fig. 2 requires modification
as shown in Fig. 5.

First, the L agreements of A and B must
operate, given the L legality conditions maintained by

. computer regulation)upon the representation at the
\ interface.

Next, if that is so,and if control operations
(such as the motion of vehicles, the collection of data)

can be initiated through the interface, there is no

need for A and B to act directly upon the task environment.




For example, a vehicle able to intercept
marauders and protect a trade route exists for A and B

insofar as it is represented; it has control

characteristics and tactics for A and B. If so,

then they need only appeal to this either in order to
perform a simple manoeuvre or to ordain a particular
(and represented) tactic.

_ Thié notion leads to two new extensions of
Fig 5 . Of the two, Fig é is fairly commonsensical.
A further inanimate (though slightly unconventional)
device is added to the picture, and called C. It has the
status of a participant insofar as it can, like A and B,
initiate actions or obtain data. But it cannot (as A and B
can), change the representation. In the most recent implem-
entations of the system C can overgeneralise the agreements
reached by A and B so as to promote inventive behaviour and
C can point out places where the representation is
incomplete and interrogate A and B (in much the same
way that they gquestion each other in reaching an
agreement). But, even here, C is not allowed to alter
the policies of A and B, as reflected in their
perspectives and decision styles (though it is true
that A and B may change their styles as an indirect

result of experience in the system).

The other modification of Fig §, shown in
Fig 7,is usually considered to be contentious
though there are no fundamental difficulties provided
that one has an open minded attitude towards

specifying an individual.

So far, A and B have represented people or
teams, characterised as independent except for their
interaction in dialogue. This indentification of

A and B remains valid,but a further possibility is
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added (the construction shown in Fig 7 which is
compatible with Fig 5 and Fig 6)
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Fig 7

In Fig 7 the participants A and B are
shown as initially independent ©organisations in one
person, who adopts different roles (A, B) such
as Minsky's "hypothesis poser" and "critic". Normally, A and
B reach agreement (reach conceptual coherence) by
an internal dialogue which may, however, be exter-
iorised ,insofar as the conceptual transactions are
"pulled out” as L transactions through the inter-
face (at the '"price of" making use of this inter-
face). That is, A and B represent coherent
systems of belief , characterised by distinct

but simultaneously entertained perspectives.

2.8. Stability Indices

The notion of stability appropriate in the
context of the many faceted agreements that are
proposed as the observables in a decision process)is
formally expressed by a system which is "organisationally
closed and informationally open'" (Varela and Maturana
or Goguen and Varela).

In terms of conversation theory, we formulate
this matter in conceptual (rather than biological) terms
as a system which is productive as well as reproductive.
(Equally well, constructive and reconstructive). Just as
a set of biological productions must maintain or compute
boundaries (of a cell, for example) if these produc-
tions are to have autonomy so a productive and
reproductive conceptual process must compute distinctions

insofar as it is a stable and integral unit. Such a
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system is called a stable concept (in conversation theory;
the author and others) and it is argued here that a
decision process is a special case of a process involving
procedurally defined stable concepts denoted EQEA’ Con
insofar as they belong to A,B, ..., ie. decision is a
special kind of thought.

B

A concept (unqualified) is defined as a wholly
or partially coherent class of mental procedures or
interpreted programs that are open to execution and
some of which are always undergoing execution in any
participant A,B, ... who is aware. The production and
reproduction of QQEA or 9928 depends upon the (again
continual) execution of operations that are distinguished
from concepts, only as a matter of convenience, because
they act upon concepts. There is empirical evidence
that these operations belong to classes of Description
Building or DB operations and Procedure Building or PB
operations and that both types of operation are
involved in the production or the reproduction of a
concept, i¢. the mental mechanism responsible for

organisational closure ,and thus stability.

If TA

by participants A,B, then, using "Ex" to mean

and TB are descriptions entertained

"execution of" and ' —=%'" to mean ''production”
Ex (Con,T) T, or Ex (ConBT) —=> Tg

Where the execution may imply an internal
awareness ‘~r imagery) of something or a behaviour that
satisfies oOr maintains some relation, such that

Nl S
Ty 7 r* =< TB

1§

In conversation theory, a ccherent class of concepts
together with the context in which they are '
productive and reproductive, is a P Individual" s

or "the P Individuation of A, B ", the procedural

’ “ e

specificatiur/of a participant.




(meaning, there is an isomorphism*s between all or

part of TA and TB’ namely ,the part T*) and where T (a
topic) is the union of T* over all pairs and n tuples

of a class of participants A,B, ... Topics exist insofar as

concepts are stabilised; thus, T exists insofar as

ConA(T) and ConB(T) are stabilised.

From the auxilliary postulate of types DB, PB,
of productive and reproductive operations, it is
possible to write the productive systems concerned in
the stabilisation and the potential development of
ConA(T), ConB(T) as

Ex DBy (Py,Q)) =T, o= Ex DBy (Rg. §) = Tp

(where PA, QA,are A descriptions; RB, SB,are B descriptions).

together with

Ex EEA (ConAQ, ConAQ, TA) —=>» Procedure in ConAT.

Ex PB

B (ConBR, ConBS, TB) —= Procedure in ConBT.

(where ConAP, ConAQ are A's concepts of PA’QA' and
S are B's concepts of R S

B B’ °B’
the execution of these concepts give rise to

ConBR, Con noting that
descriptions PA, QA,or RB’ SB,just as the execution

of ConAT, ConBT give rise to descriptions TA, TB).

££ Isomorphism , (- ,or partial isomorphism > ,

not & or = , since A is not the same participant
as B,so that TA' TB are distinct.
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A rough sketch of the minimal unit called a
stable concept of T is shown in Fig. 8,and the formally
minimal requirements for organisational closure are
shown in Fig. 9:and Fig. 10 (from Pask, 1977). The
notation used in Fig. 9 and Fig. 10 includes the sign
" —» " which stands for "collection and return of
products''.

A's productive and reproductive Requesat to

operations (Description Building tell B how

and Procedure Building) making to make, do

fresh procedures from this or ¢ or describe

other of A's concepts ‘~.(:) T

§C)

A's concept of T, namely, gggA(T’__‘_____B's explan-

(a coherent collection of s, ation of T,

procedures that are open to (E) the method or

joint execution) means determined

by listing in

Other con- language L some
cepts in specific proce~
A's mental dure
repertoire

Execution of Coun,(T) giving nn"'“(:)

image of T or a Dbehaviour that

satisfies T, namely, T4 a (description) or @
behaviour. Repeated execution

organises procedures into &

coherent collection that can

be automatically executed.

Fig. 8

The organisationally closed system is also
informationally open, since the DB and PB operation
classes are specified and recognised empirically.in
terms of agreement forms and products. There are many
other products obtainable from the application of these
operation classes and different participants A,B, may
have quite different DB and PB operation classes, provided
that the productive scheme and its specificity is

satisfied. Hence, the subscripts in DB,, PB, and in

A
QEB’ ggB . In this respect,the production svstem units
are artificially isolated but some isolation is realistic
insofar as organisational closure relies upon the

computation of a distinction P, 7 Q # T, (or any

other A description) and Ry —+ Sp =+ Ty (or any other
B description), these being eigen values (in the non

linear, extended, sense of Von Foerster) for the system

of productions  ynder indefinite iteration regarded

as Fuzzy, non linear, eigen operations.
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Returning to Fig. 8 and recalling the idea that
a concept, a fortiori a stable concept, is a partially
or whkolly coherent class of procedures, we shall interpret
decision making ,and the resolution of doubt as a
process that leads to stabilisation; in various stages and
by various patterns.

Suppose, for example, that A has no concept
for T but that participant B (or even the symbolic
environment) provides a method or procedure for realising a
described condition (T). In this case, the procedure
must be compiled for execution in A's brain; a process

involving information transfer,in the sense of Petri or

-4
Holt between DB,, BEB operations and the given listing

or procedural specification as it is being compiled.

This possibility is shown as (a) in Fig. 8 and the sheer
necessity of this organisation is evident on recalling

that Petri or Holt information transfer is equisignificantly
the emergence of local synchronisation of two a priori
asynchronous systems A and B or the local coupling of two

a priori independent systems. Here, the information

transfer is between A and B, the participants.

Once a procedure is compiled for execution, it
is a (limiting case) concept,and it is stabilised by
DB,

the concept (a wholly or partly coherent class). In

and B§A operations that add further procedures to

general, such procedures are not coherent in the
original set. In this case, information transfer
must occur within A (between the procedures in QQEA(T) )
in order to compile them so that they can be coherently

exec uted. Similar comments apply if B (or the environment)

* This fundamental definition of information is
crucial to our argument and involves notions of in-
dependence as well as temporality. Information, in this
sense, should not be confused with information measures
either combinatorial (Ashby, Conant) or statistical
(Shannon and Weaver) algorithmic (Kolmograff, Loefgren)
logical (Bar Hillel, Chiaraviglio) or physical (Gabor
and Macky, Brillouin).




provides a fresh procedure when the concept ConAT
exists. The information transfer, in either case, is
shown as (c),in Fig. 8.

Next, supposing EQEA(T)’exists and is
stabilised, B may ask A how to make,do ,or describe T.
In this case there is an A,B, information transfer
required in order to construct or reconstruct a specific
L listing and to engage the specific PB operations that
will do so. This transfer is shown as (b),in Fig. 8.

The execution of a partially incoherent
QQEA(T) also gives rise to information transfer between
otherwise incompatible procedures,but there is no such
information transfer if Con,(T) is rendered entirely
coherent by dint of execution and reproduction. Nor,
in the latter case (which is typical of a well learned
and automatically performed skill, either a perceptual
motor or an intellectual skill). However, suppose
that a '"'mistake'" is made (for example, if A's concept of
driving a motor car leads to a behaviour that crashes
the vehicle,or A's concept of addition does not tally
with the result obtained by an adding machine). If s¢,
an information transfer,showp as (d) in Fig. 8 ,is
produced insofar as the ”mistake"/is remedied by adding
procedures that enlarge QQEA(T)~

Such information transfers are doubt, in a general
sense indicating (as before) many species of doubt. If

the information transfer is within A, it is an awareness,;

If the information transfer is between A and B, it is

a consciousness. Its degree (only quantified in the
latter case) is the doubt; its contents are the

operations involved in the transfer.

itecall ,(Fig. 7) that A and B are participants;

they mav be distinct perspectives,simultaneously adopted
by the same person
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2.9. Agreement over Concepts that are Stable.

The canonical sharp valued,observations avail-
able to the external observer of Fig. 1, Fig. 2, Fig. 5,
Fig. 6, Fig. 7 are agreements over stable concepts
between participants A and B. These are known,kin
Conversation Theory (the author and others)  as

understandings but,in the context of decision making

(thus limiting consideration to a subset of conceptual
processes), they are better labelled as stable choices
of a joint A,B, view of their environment (to see things

from the point of view of a particular topic).

To exhibit the dynamics involved suppose that A

has the stable concept QQEA(T) of Fig. 9 (where TA is
derived from PA and QA), whereas participant B has the
stable concept QQEB(T) of Fig. 10 (where TB is derived
from RB and from SB)‘ Either T is given environmentally

or TA’ TB are generated by Q§A and QEB operations.

To evidence agreement over a stable concept
means that A's concept and B's concept, though distinct

as ConA(T) and ConB(T), are open to 'coherent execution"
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Fig 11, L-agreement over common understanding of topic T. A derives :
T from P and Q. Participant B derives T from R and S. An agreement may be

complete or partial depending upon the isomorphic part (for example,

T*) of topic and the similarity of method.




or "joint execution'" to produce, at least, the commonly agreed
description T* or a behaviour that gives rise to or maintains T*.
That is, A is able to incorporate a procedure derived, by B,

from RB, SB and representative of QQEB(T)’ into QQEA(T)?

further, to produce and reproduce it; conversely, B is able

to incorporate a procedure derived, by A, from pA’QA and
representative of QQEA(T)» into EQEB(T); further to produce

and reproduce this procedure.

The minimal production scheme for agreement over a
stable concept is shown in Fig. 11, which makes explicit the
local synchronisation or coupling of A and B. Fig. 11 may be
regarded as a picture of the process, a decision process, that
leads from the initial condition of Fig. 9 and Fig. 10 to the
common representation shown in Fig. 12 (the commonly agreed
stable concept of T is executed to produce T*, either by A

or by B).
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or "joint execution'" to produce, at least, the commonly
agreed description T* or a behaviour that gives rise
to or maintains T*. That is,A is able to incorporate
a procedure derived, by B, from RB’ SB
representative of QQQB(T),into QQQA(T); further, to
produce and reproduce it; B is able to

incorporate a procedure derived ,by A from P,,Q, and
! ’ A’'A

and

conversely,
representative of ConA(T),into ConB(T); further, to
produce and reproduce this procedure.

The minimal production scheme for agreement
over a stable concept is shown in Fig. 11, which makes
explicit the local synchronisation or coupling of A and
B. Fig. 11 may be regarded as a picture of the process,
a decision process, that leads from the initial
condition of Fig. 9 and Fig. 10 to the common

representation shown in Fig. 12 (the commonly agreed

stable concept of T is executed to produce T*, either

by A or by B).

This kind of decision making process is of primary
importance, since it depicts the mental mechanism of
planning or constructing a description of the task
environment,at any rate in the manner of Section 2.5.

To see this,we note that a node in an entailment mesh
can be inscribed (under the computer regulation and rules
assumed to prevail in the previous discussion) if, and

only if, there is such an agreement. But no nodes (standing

the
minimal structure which represents (and in the machinery

13; 10

14 and of the result of an agreement over a

12), in Fig. 15.

for a topic) can exist legally in isolation; hence,

is encoded as) Fig. 9 ,is shown in Fig. of Fig.
in Fig.

stable concept between A and B (namely,

Fig.

—
/.\
Fig. 14
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Notice, that the plans derived from these
meshes are contingent upon the perspective adopted
(assumed to be T) but that once inscribed other plans
are possible by pruning (Section 2.5) from other
perspectives. Some possibilities are shown, for example,
in Fig. 16.

‘}:\) Re: (Se
O%L @& C“cg‘c@c g& & %

The untramelled choice of perspective indicates
a special kind of decision making (or for that matter
of thinking) concerned with abstract or universally
interpretable tasks . Though it has great value,
such decision f9. relatively uncommon in practico, Most
task environments have a many faceted interpretation,
inscribed as the Dist predicates,of analogies in an

entailment mesh (Section 2.5).

As pointed out in Section 2.5 Dist predicates
are indications that information (usually about some
concrete universe) must be involved in the stabilisation
of an analogical concept; for example, the inscriptions

shown in Fig. 4 (c¢) or Fig. 4 (f). Only under special

circumstances is the similarity in an analogy an iso-
morphism and, if not, than the plans which may be
obtained by prunings (Section 2.5) and selective
prunings are limited.

Agreement over an analogical topic involves
the production scheme of Fig. 17, which depicts the

process whereby A and B (people or perspectives) with
conceptual organisations shown as the initial
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T of Fig 18 is written T. but it is not at all

analogical topic

Production scheme, representing stable concept_of analogy under perspective A and perspecti
the =ame T as in Figs 12 to 15

B. For graphical clarity the

Fig 17:




S

F inscription of Fig. 18 reach a coherent organisation

f shown as the terminal inscription of Fig. 18. ¥

The notation employed in Fig. 18 is a shorthand
convention which avoids an otherwise complicated
picture; any analogy is represented by a diamond-like
node at the centre of double arrows; the full form is
shown in Fig. 29 (which is the structure introduced
into an entailment mesh ,if a shorthand statement is
accepted by the system),

For A

PIT S

Initial

For B

Initial

S Y A R

- Fig./9 (also see next page)

44* The inscriptions and production schemes of
Fig. 11 to Fig. 18 justify the view that a
conversation between participants A and B
(either people, as in Fig. 1, 2, 5, 6, or
Perspectives, of one person, as in Fig. 7)
is the minimal unit for sharp valued
observation of a decision process, the
"its'" or "objects of sharp valued external
observation"” being stable agreements between
the participants or perspectives.
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Terminal

1t is worth noting that analogies may hold
between any number of topics, Further, a

distinction is made between analogies of form and

analogies of method. The former type is shown in Fig. 18.

The Simi that supports the analogy is a mapping between

descriptions of topics without committment to the

methods employed to recognise or create the similarity.
However, if Simi is replaced by a derivational
structure, then this derivational structure determines
a method,which the analogically related topics have

in common and the analogy is based upon a similarity
of method.

There is an important difference between the
conceptual operations involved in Fig. 11 (or Fig. 12,
13, 14) and those involved in the scheme of Fig. 17 (or
Fig. 18) or, as a rule, any kind of analogical process.
Both sequences require a distinction which may, _
equisignificantly, be regarded as taking a perspective
and isolating some topic which is decided about as
independent of other decisions that might be made. In
the latter case, however, at least two distinctions
(between universes X and Y in the illustration) are

made and at least two perspectives are initially
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‘ entertained by each participant. The process of
keeping X and Y independent (apart from the analogical
similarity, Sim),is perpetuated and continued (an
indefinitely large number of distinctions might be
made) and the act of predication (or distinction) is
embedded inside the L expression to symbolise the fact.
It is in this sense (that the L expression denoting an
analogy is an instruction to continually compute
distinctions which support the similarity, §lm) that

information must be generated wherever an analogical

i topic is agreed,or its concept stabilised.

Notice that any invention,or creation,manifest

as the development of an entailment mesh involves

analogical reasoning; even if the mesh, as is usual,

represents a concrete task environment the method of

representation is literally invented, something (say
PA, QA’ or RB, SB)that exists is said to be like
something (say TA or TB) that is added. However, in

the case of a formal derivation leading to an agreement
that T, » T* X T, the distinction becomes absorbed
as a personalised inequality of relations (Section 2.8,
that "P, QA + TA, or any other A description";

that Rg + Sg # T or any other B description”, and is
expressed in the L syntax (formally, coherence truth
requires no factual support other than the

intellectual machinery of A and B,using the

derivational logic). In the case of an analogy
inscribed in the mesh, the distinction remains to
assert the similarity between factually distinct

universes (concrete or intellectual).

2.10, Doubt_and Degree of Belief

Given the primary decision process, just

outlined (and there are many variations) ,the participants

may decide about methods,or between outcomes. Once




again, an agreement is involved,but it is not agreement

R
over a stable concept and is a Fuzzy (perhaps probabilistic)
observable rather than a sharp valued observable even

if (as will be assumed), the participants continually

use or construct an entailment mesh as an inscription

of their plans,or their images, of the task environment.

I do not know how many categories of doubt there
are and imagine there are very many of them, At least,
this sentiment is consistent with the view expressed
(in Section 2.8 ,and summarised in Fig. 8)that doubt,
insofar as it is entertained by one participant (or
perspective), A is the degree of A's awareness and insofar
as it is shared by A and B is the degree of A's

consciousness with B (or vice versa),of some joint

decision process.

Whatever else, doubt is not an homogenous quantity

but is structured, like its converse,belief (though

it may be fuzzily quantified by various kinds of
confidence estimate .or valuation). It is, for example,
possible to make a useful, though incomplete,
distinction between the following kinds of doubt and
within each category  to examine the microstructure

of conditional and contingent doubt when the decision
process takes place within the assumed framework

(Figs. 1, 2, &5, 6, 7).

(a) Given an entailment mesh representing a task
environment (and assuming that the mesh is, momentarily,

not being changed) there is doubt on the partu of a partici-

pant about the perspective, or several perspectives, to adopt.

Some one or more perspectives must he adopted in order
to act (including the intellectual act of concelving
the mesh from one or more points of view). Conventional

measurement is hampered by the one or more condition.

X In the sense of Zadoh, Gaines and others. Fuzzy
systems and structures have a well specified manipulative

caleulus and are not, in themselves, imprecise entities
~though, as a rule, they represent situations that are

ambiguous or vagie or imprecise.




It would be easy to estimate the participants doubt about
which of several perspectives (given in an entailment mesh)

to adopt, if we imposed the experimentally common assumption

that one and only one perspective, point of view, or
focus of attention is adopted (in some sense ,'at once').
But the evidence we have strongly suggests that this
"hidden assumption’” of experimental psychology breaks
down ,at any rate for complex tasks,and may be overly
naive for any task (as in (b) below). This kind of

doubt ,or,conversely ,this kind of belief, is succintly
called a doubt about purpose and intention (equally,
however, and more precisely under certain circumstances,

#

it appears as a doubt about role and identity).

(b) Whereas in (a) the entailment mesh is assumed
to be fixed, let us next assume that it i< to be
modified or develop»d. In this case, (for each of
possibly several perspectives) there is a doubt about

the proper distinctions to make,and how to make them.

(c¢) Both (a) and (b) suppose something about
the entailment mesh; that it is fixed or not. In
fact, the supposition is replaced by a doubt about

the adequacy of the mesh as a representation of the

task environment. Is the mesh properly analogous
to the actual task environment?

Frequently, the adequacy or otherwise of
the entailment mesh is aetermined by factual evidence
either deterministic or statistical. Consequently
it may be useful, at this stage, Lo invoke frequencies

and other objective or”it referenced’guidelines.

# For example, and very pertinentiy, the agreement
(Section 1.1. and Section 2.1) to participate in .

a decision process; a certain activity and a certain
situation . This overall agreement, or contract,

is as properly open to doubt as the minutiane thzllt.

are agreed, doubted, or decided given that particip-
ation does take place,
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Somewhat contrary to current practice, the
circumstance of reviewing the adequacy of a representa-
tion is the one and only point in the process of
decision at which the evidence is weighed up or
statistical data collection is invoked. This is
obvious,at the level of a decision process regarded
as an ongoing whole, not so obvious if the
process notion is built up from elementary parts.
After all, the representation (entailment mesh or not)
presents, amongst other things, the participants image
of an objective (to them it-referenced) task-
environment, tied down to observation (by them) of
data (to them) so that it, (the representation) is
what may be changed by evidence, It will be changed
if the hypotheses or plans derived from their current
representation appear to be inadequate or if a change
in the task environment indicates that the representa-

tion is inadequate as a description,

There are, however, difficulties insofar as
statistical inference rules do not usually apply to
(pruned) entailment meshes. Clearly, this can be seen
as an inadequacy of the entailment mesh representation;
but I do not thinu this vision of things is correct.
Precisely the same difficulty besets decision analysis
(which is a conversational attempt to build an adequate
representation for a decision process) and gives rise

to a dilemma, namely

(A) If the methods of decision analysis are
rigorously enforced to provide an essentially tree-like
(or set of tree-like) representations obtained (by an
operation akin to pruning,from a "black box'" model);
for example, if Ward Edward's or Raiffa's paradigms

are pursued rigidly, then the decision maker does

not seem happy with his representation; it does not

“"suit" him.

(B) If the methods are not so rigidly applied,
then (by token of concensus over previous conferences)

the representation that does suit the decision maker
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is often intractable at the level of (standard)
probabilistic rules. Further, it may turn out that

the (evidential) descriptive component of the
representation is counterfactual, biased, and in other

ways unsatisfactory except to the decision maker, who

may (by token of the same concensus) use it very
profitably.

A modicum of compromise is possible. In the
first place it looks as though the truth candidancy
of data are in fact (and independently of conversation
theory) judged on criteria of coherence truth (Rescher)
rather than veridiciality,or factuality,alone. As soon
as coherency is extended from propositions to process
representations likeentailment meshes (or those of the
liberalised decision analysis) the representations appear quite
rational. I happen to prefer entailment meshes

because they are relatively neat and manipulable.

But what of the probabilistic rules?
Phillips, very perspicaciously, points out that Bayesian
Inference is one coherence scheme over a probabilistic
domain. However, it will not work (for structural
reasons) over representations of the type '"entailment
mesh" or "pruned entailment mesh'. The reason for this
is given by Atkin's analysis (in his paper for the
conference, which I have seen in draft form) that the
probabilistic rules are applicable only over structures
that, in the present sense, do not support a decision
process (they have zero '"obstruction vector"). On the
positive side, his search for a faithful and
coherently manipulable representation of likelihood
may provide rules which satisfy Phillip's paradigm
(and maybe the Bayesian ethos) but are not the
standard rules.

Finally, we must accept that representations
usually represent more than the task environment and
can be inadequate on other grounds.

It is always possible to adopt an indefinite
number of representations that are veridicial; as a

rule only some of these suit the decision maker.




(d) Given that a mesh exists and that perspectives
are momentarily fixed there is, for each perspective,

a doubt about the description. For example, in the case
of A and the topic name ngs T*, the moiety agreed with
B ,isomorph to some part of TA as computed by the
production QEA (PA,QA) -=?TA ?'" "or is T* (or TB) a
proper analogue of TA 2"

(e) Given the resolution of this (DB type) doubt

there is a doubt (of PB type) regarding how to satisfy

the description,'ie. a doubt about method. If QQEA(T)

does not exist ,then the doubt in question is associated

with the execution of PB operations. If gggA(T) exists,in A's
repertoire, this doubt is minimised if Con,(T) is one
procedure . Continual execution of the productive and
reproductive operations lead to a multiplicity of

methods (as in a well learned skill; how do you drive

a motor car, for example, even though you do so

successfully).

(f) Suppose that a description is determined  as
in (d),and consider a doubt about the values of
variables that are descriptors in the scheme  (as a
rule, some values are given, other values are to be
obtained). This doubt (of which '"multiple choice' or
confidence estimation amongst a set of "exclusive and
exhaustive alterations'”, is a familiar parody) is a
doubt about outcomes.

Doubt about outcomes may be experienced even
if no method exists. Several cases can be distinguished
(of which (I) and (II) below are significant, whereas
the "guessing'" of a type considered in the next clause
(g) is dismissed as trivial and irrelevant to the
serious conduct of a decision process, at anyv rate,

as "decision" is interpreted in this paper,

(1) An analogy of form (or description) is discoverecd
or recognised , between the firmed up description and some
other description (so that outcomes can be placed in

correspondence). For this other description, there are
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procedures that determine outcomes. These procedures

are executed and an outcome corresponding (in the fermed up
description) to the outcome determined in the other
description is selected. This is a possibly fallible but
often useful expedient (that the current set of outcomes
are like the outcomes in a different set).

(11) An analogy of method is established, such that
the method or procedure can be transferred and applied

to produce an outcome in the firmed up description.
Again, this is a potentially fallible but often useful
expedient (that the means employed in a different field
are like those that should be employed, if any existed).

(g) If no method exists (as supposed in clause (f)
any applicable means which is irrelevant to the
situation is brought to bear) usually because something
must be done. The justification for this act, known as
"guessing', is to equate irrelevance with randomness
and to believe that such a ''guess'" is better than
nothing in avoiding biasses and preconceptions.
Alternatively, an external random device, such as a
dice or coin toss is consulted. This does not seem to
be an adequate justification unless the task environment
is specially contrived, as in gambling, to have a random
structure (where randomness is a very special

interpretation of indeterminancy).

It must, of course, be conceded that some "guesses"
are "informed guesses'" and they are defensible as being
"better than chance”, which is perfectly true. The present
contention is as follows; insofar as a guess is
“informed", the "informedness" is due entirely to
process of the kind described in (f) and that the
guessing part, pure and simple, is based upon a
confusion between "irrelevance” and “independence”
together with a naive interpretation of "chance" in

any but "specially contrived” task environments.

(h) Doubt because things move too fasttis a final
and important category. Even if guessing (in the sense

of (f) ) is excluded, the methods at hand may, though
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incomplete, be sufficient to select a subset of plausible or
possible values. Even if an adequate method exists, it
may take too long to execute.

In a decision process, viewed in the present
framework, a decision maker must relinquish control

at the point where guessing,(as characterised in (f) )
begins.

Just as the participants in our Decision System
are periodically required to plan (to construct
representations at a planning session),so, also, any
participant is periodically interrogated to sample
the varieties of doubt (c¢), (d), (e), (£), (g) and
(h) (the latter in a special sense), The varieties (a)
and (b) are sampled either in planning sessions or by
examining open content, fixed format, communications
between the participants (or of reflective IPM type
questions, in the case of one person with more than
one perspective).

These ,and other operations are performed by
the machine,C of Fig. 6. We should, in this context,
reemphasise the statement that such a categorisation
of doubt is possible only under the stated conditions;
that the primary decision process of Section 2.8 is
exteriorised for observation in a generally evolving
entailment mesh representation.

The account of the process of sampling doubt
suggests a degree of preordination that does not
really exist. Surely,the Decision System (on which
this paper is empirically based) is not as flexible
as it should be ,ideally. For example, there are
constraints imposed by planning sessions and by
interrogation. But both events are process dependent,
not arbitrarily preprogrammed events. Further, they
are not, organisationally speaking, as distinct as
they are said to be for the purpose of easy exposition.

Data from interrogation, for example, gives values to
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nodes in the representation (especially those
representing the plausible but not preexisting entities
noted and exemplified by '"Starbase Governors' in

Section 2.4 (h) ) and machine C, apart from acting as

a supervisor ''uses'" the representation to determine

what happens in the task environment (Fig. 6); indirectly,

also, when interrogation will take place.

2.11. Commentary Upon Changes and Conditions of Doubt

Conversation Theory, the background against
which we éonsider the decision process and the
doubt it engenders, is a global or general theory
Its predictive capability appears at the points
where it is specifically applied. Predictive
statements of a standard kind are thus contingent
upon the occurrence of particular events. If such
an event takes place (which is very different from
contriving matters so that it seems to, or even does,

take place) then standard predictions are possible.

If, for example, the participants focus
upon a situation not previously encountered
and if they stick with,or repeatedly return to
learn about, this initially unfamiliar situation (en-
coded in their representation of the task environ-
ment as a topic,T):;if, also, doubt of type (c)
(Section 2.10) is zero, the entailment mesh rep
resentation is fixed and perspectives are fixed
(so that doubt of type (a) in Section 2.10 is
zero),then varieties ot doubt (Section 2.10)
labelled (d), (e), (f) , will,by hypothesis,
vary in a particular way; moreover, on examining
the records, there is evidence that the predicted

variation does take place.
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Recalling that (d)is a doubt about a des-
cription or class of prescriptions (plans),that
(e) is a doubt about method,and that (f) is a
doubt about otucomes, the covariation of standard
estimates (distinct information measures) of the doubt. To

illustrate the point,the doubt about a descriptive

framework is estimated as the information measure
attached to answering (by confidence estimation)
"why'" questions or "How do you derive guestions"
reduced to "'which topic description" form,

The doubt about method is estimated (similarly)
over answers to '"How'' questions. Finally, doubt
about outcomes is estimated (again, similarly)
over replies to "which" questions,''which of several
outcomes deemed by the participants to be
possible" Hence, the covariation of these
quantities, relative to one another, is of
importance and not their absolute magnitudes.

The hypothesised variation is directly inferred
from the mechanism sketched in Fig 8 (and its

elaboration in terms of DB and PB operations).

No situation can be tackled before it is described
(and this is believed to be by an application of DB
operations). Given a description the PB operations may
build gggZ(T) and, at some point instant, this concept
is trivially made up of one procedure (perhaps an imperfet

one, since there is doubt about the result of using it,

an outcome doubt) . The cycle in Fig 8 produces
more procedures which do the same thing,; Qng(T)
is the coherent collection of them all. Since

they must work effectively (perhaps , under variable

circumstances),doubt about outcomes will decrease
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and it continues to do so, As the equivalent
procedures become more numerous the doubt about
method increases (the participant is no longer

aware of how he does what he does).

The argument is different, of course, if circum-
stances change, so that a procedure which has worked,
ceases to work. Either further procedures are created
to enlarge the concept, or the situation is respecified
as a distinct topic in the representation, with correspond-
ing changes in other uncertainties (doubt about method and
doubt about topic description). The latter transformation

places the representation (or a part of it}in

doubt ,which is of type (c¢) (Section 2.10), and

in turn, of type (b) (Section 2.10) thus
contravening the underlying premises, namely,

that doubt of type (a)(Section 2710), does not
exist; the entailment mesh is fixed and perspectives
are fixed.

Setting these complications aside, but not
forgetting them, consider a system time, t, and
an interval of system time,8 t, starting at an
origin of to. This interval, A t, represents
the interval within which, for one reason or
another, a certain situation must be dealt with
by the participants and is determined ,in value,by
the task environment. It is, as a rule, indep-
endent of the participants (for, if they could
anticipate such contingencies and represent

them adequately, they could usually avoid them).

What is the probability (here, in the trad-
itional sense, not to be confused with douht)#

that the participants can resolve their doubt

Zadeh's latest work convinces me that the use of
probability in this context is improper, and that
a possibility measure should be employed.
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if A t has various lengths and various origins

ie. that the participants can, in a realistic sense, decide
under these constraints. Further, what mechanisms

are involved, excluding, as unacceptable, the

“guessing of Section 2.10.(g).

2.11.1. How to Take Control

" The thrust of the enduiry is directed towards
the issue of when and under what circumstances
control of a decision process should be handed
over to a machine (like machine C,in Fig 6) rather than

left with a person, or a team, who would otherwise ''guess''.

There are several aspects to this problem;
for example, it is only possible for C to act
competently in the decision process if an external
and)thus;C-accessible representation exists to
begin with (it has been assumed that the
participants do exteriorise their usually hidden
conceptual operations, as indicated in Figs 5, 6,
and 7; this assumption is realistic for the present
empirical base,our Decision System but it is not
universally valid).

Another aspect is the extent to which the
representation obtained is open to manipulation. The
participants in Figs 1, 2, 5, 6, 7 view the task

environment imaged in their representation as

"jt" referenced, Jjust as the external observer

in these figures regards the agreements, resolving
A, B, doubt,as"lﬁlreferenced events. Thus, to the
participants, the task environment , or most of

it, is "objective'.

One of the results of our preliminary
studies is that participants in a complex decision

process do not (as decision theorists often

suppose they do or suppose they ought to
do ) image objective events in a task environment

in a way that is susceptible to standard probabilistic

inference and this proclivity is probably a large
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scale,and exaggerated ,form of the non standard
heuristics that Tversky and Kahneman have observed
in the quite different context of small scale
decision. (Recall, also, the comments in Section 2.10.(e) ).

A representation which plausibly exteriorises
A, B, conceptual operations is usually not amenable
to a standard calculus of probabilities. This is
trivially true of a mesh, because of its cyclic
structure. Non trivially,it applies to prunings of
a mesh under one or several perspectives. Even selective
prunings are rarely tree structures (or sets of trees)
as required by the probabilistic calculus,and insofar
as there are analogical topics they are not trees.
If machine C is to be compatible with the A, B,

representation, and if its actions are to be comprehensible

to A and B, then its heuristics (for any-but-local
application, at least) cannot stem,directly, from
standard probabilistic inference rules.

However, the appropriate design paradigms for C,
may, to some extent, be characterised in terms of the
conceptual styles of the participants which are
discussed in the next section.

These points (the existence of an exteriorised
representation)and the plausibility to the part-
icipants of the representation,and of any
operations that C may perform) are prerequisites
for handing control to C,whilst retaining
the participants as decision makers in the same
system,

2.11.2. ¥W¥hen to Take Control

The question of when to hand over control
to C, supposing these prerequisites are satisfied,
can be examined in terms of A t
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’ If, in respect of a situation, there is (as yet)
no description then the decision maker (or, in general,
team) may control the system rationally only if there is
long enough to elaborate a coherent description (a DB
operation, believed to be fast) and a PB operation (believed
to be slower) to discover an appropriate procedure and the
e.ecution of this procedure. If a coherent description
exists, but no procedure, only the PB operation and
procedure execution are needed (however, there is believed

to be slower than DB operation).

Suppose that one procedure (a trivial concept, just
one method of doing what is described) then the execution of
this procedure is like an algorithm or a heuristic and Ot
must be fairly long to rely upon its effective execution.

It may be better if the decision maker tells a machine what
to do.

As the cluster of coherent procedures that make up a
concept is enlarged so that there are many coexisting
coherent and essentially parallel procedures (as in a well
learned skill such as motor car driving) then the position
is different. The decision maker may act rapidly, reliably and
with great versatility. He cannot, however, tell a machine
what to do, for in order to do that the decision maker would
have to apply both a DB operation and a PB operation and
to execute it (as, for example, if a driver is suddenly
asked to act as a driving instructor and create an algorithm
or heuristic for use by the learner). Consequently, if
there is an overlearned stable concept ("intellectual skill"
or '"skill"”) the action should be automatic, unconscious
and robotic if Ot is short.

For decision in general, there is no objection
whatever to this state of affairs. But two
circumstances deserve a“tention. On the one
hand, if the interval Atois very short it
may be impossible, because of perceptual
motor limitations, to execute the entire cluster

of methods in time and with the customary, though
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unconscious, discrimination of conditions ie.

with the artistry typical of a skilled racing

driver, or, in the case of recognition skills,

the innate expertise of a connoisseur

in picking out the geniune Chippendale from

amongst the fakes . On the other hand, since

action is demanded, there is no way of distinguishing
(excepting, perhaps, after the event),whether the
real cluster of condition sensitive overlearned
methods are being executed or whether an irrelevant
algorithm is brought into play (a”guessingwoperation) ,
to select between "alternatives that happen to

be apparent at the moment, but may not stand up

as appropriate "alternatives' upon more leisurely

and perspicuous examination. Both of the two
circumstances arise in the context of high risk
command /control/management situations, whether

the action is manual or intellectual.

These arguments are founded upon the supposition
that however many methods there may be to realise some
conceptually described aim or objective, the decision
maker (a person or team) has one perspective at once.
Real situations are often not of this kind, manifestly
S0 in the case of teams (where the team members have
different points of view), but even in the case of one

person where several coexisting perspectives are Juxta-
posed.

This is not a pathological feature of the
decision system(whether it be one brain,or many;
whether a person or team standing alone,or a
man machine complex) . On the contrary the stability
and efficacity of the decision process arises
out of potentially coherent ,concurrent operation
under manvy heads of control; McCulloch called
this stable mode of organisation "Redundancy of
Potential Command” and Grey Walter, in an early
paper called it "Abcission” (it appears under different

names ,and less explicitly,in his later work).




2.12. Decision Habits and Conceptual Style

Previous studies of learning and teaching
have uncovered the existence of apparently
ubiquitous conceptual styles. Under specific
circumstances,dominant styles give rise to

definite learning strategies; for example, if

arrangements are made to secure the“understanding“
of each topic in a subject matter (understanding,
in its technical sense, is not unlike ''completing
a decision process') then learning strategies

become polarised as holistic or serialistic.

Tests intended to provide an individual
stylistic profile are fairly lengthy and quite
unlike the usual psychometric instruments. The
tests currently in use involve learning, encoding
and recalling,a considerable body of data,;
they are most effectively computer administered
and occupy about two hours or longer. As well as
recalling a story like sequence, respondents
are required to invent and to extrapolate or
interpolate,on the basis of the given data. At
the moment,there are two matched tests with
known interest reliability (due to the structured
content ,test/retest reliability is inapplicable.
Due to the interdependency of the recall and
predictive questions split half/reliability

cannot be derived).

The tests are scored in terms of several
variables,of which the following aggregates are

of primary importance and immediate relevance,

(a) Comprehension learning
(b) Operation learning

(¢) Versatility
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Of these, comprehension learning is a
direct index of description building (of an individual's
propensity to use DB operations, of the rate at
which they are used,or their accessibility in the
mental repertoire).

Operation learning is an index of procedure
building (of an individual's propensity to use
PB operations, of the rate at which they are used

or their availability in the mental repertoire)

Both types of mental act are required, by
hypothesis, to learn and stabilise a concept, but

people may be more facile in one respect than the
other.

Since versatility,tho last component,calls
for concept production and reproduction the
versatility score is only (and, by hypothesis,
can only be) non zerov if the comprehension learning
and the operation learning scores are non zero.

But these scores need not be high in order to
achieve a creditable versatility score ,and there
are versatile people with a strong bias to com-
prehensicn learning,or to operation learning or
to both. Similarly, some people achieve high
comprehension and/or operation scores combined
with low versatility. Forversatility, over and
above concept stabilisasion, calls for creative
or predictive,activity and for an ability to
exterioris~ (and in that sense, impose upon the
eavironment) a personal representation and a personal
perspective. The variable is believed to be

an index of how productive (over and above
reproductive) are an individual respondent's

DB and PB operations.

These tests are administered to subjects before
and after participation in the ongoing experi-

ments which use the Decision System of Section 2.4,

Some data are shown in Appendix 1.




3. Decision Theory

When people agree to make decisions, they
construct a representation of how they see a

situation and an activity or mission,

We have conceived this representation as
exteriorised and will continue, for the most part,
to discuss exteriorised representations. However,
under more usual circumstances, the representation
is private; it is a mental representation, in one
or more brains. In either case, the representation
is a personal theory some parts of which are
agreed by other people. As such, the consequences
are not usually obvious to the one or more theorists
(decision makers).

The consequences only become evident when
each theorist (decision maker) takes one or more
points of view op 'perspective (in the exteriorised
case, one Or more prunings are generated; in
general ""things are seen from one or more points of
view")."

Taking a perspective is a prerequisite for
converting the representation (theory) into concrete
or intellectual action which may either be instigated
by events in the task environment or by an
anticipated need. In either case, "a decision is

made to act' but the decision process is the whole

series of concrete and conceptual events, including

the construction and assessment of a representation.

At least two kinds of event can be demarcated

as articulating the decision process. The two kinds -

of event are as follows
(2) Taking, and acting from, a perspective which

does not change the representation.

(b) Changing the representation since it is

inadequate or unsuitable. It is crucial to notice
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that '"changing a representation' does not, commonly
at any rate, lead the participants to '"discard a
representation'" and replace it by another. The
representation may be augmented as it stands or a
fresh representation may be set up but the original

representation can be retrieved.

In this respect, representations differ from
formal scientific hypotheses; they apply to some
and only some ,universes of interpretation, whereas
a formal theory may purport to hold in any possible
world (at least, this is often asserted of formal
entities; it is the kind of myth that is harmless
in pure science, and pure mathematics, but is
manifestly counterfactual in the context of a

decision process).

If, by some means or another, a full
representation existed for the task environment,
then there would be no need to decide (in the
sense of this paper), for control could be relegated

to a suitably programmed machine.

3.1. Constructibility of a Decision Theory

Is a full decision theory constructible
using the conversation theoretic arguments put
forward in this paper? If arrangements are
made to exteriorise the decision process then it is
possible to test hypotheses about aspects of
this process and, within limits, to usefully
regulate its conduct. There is, however, a logical
peculiarity attached to the sharp valued observations
of the external observer, in Fig 1, 2, 5, 6, 7, and
as a result, about. a nexus of statements in the meta-

language ,L* which would make up a Decision Theory.

The peculiarity is as follows.




What is the status of a sharp valued obser-
vation of an agreement between A and B? Of course,
it is true to say,"A has agreed a stable concept
of T with B" as an L* expression,denoting the

event in Fig. 11. But what kind of statement is this?

It is an L* analogy‘"T(AB)">with similarity T*
(which can be described in Lﬁ as it is in L) but
with distinction between A and B made by the
external observer; namely, D1stOB(AB). The minimal
sharp valued factually true L* statement, about a

conversation in L.

In other publications, it has been pointed
out that L analogies are the static forms of real

commands, real questions (ie. questions or

commands that are active, that initiate processes,
that are personally administered ,to '"you" and "1",
rather than statements about questions and commands).
The reflective quality permits the extension of
commanding to desiring, wishing, persuading, and

the like, the extension of questioning, to probing,
enquiring, and the like. But, though relevant to

the substance or a command and control process, there

is no need to pursue these ramifications,at this
Juncture.

3.2. Formal Status

The main issue is whether or not Conversation
Theory or any Decision Theory that might be derived
from it, is a formal theory ,and to be strict
about the matter, maybe it is not. Its
minimal sharp valued L* statements are not propositions
denoting facts but metaphors (strict not sloppy
metaphors) ,designating strict analogies, From a
properly formal point of view  this is unsatis-
factory. Although there is no denying the
predictive and manipulative power of the "theory "

it might be denied "theoryhood” by a purist.
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Notice, that the external observer's
Justification for calling himself an external
observer,and using a metalanguage L*)is that his
minimal statements are analogical. gg has the wit
to use, and construct, analogy (his distinction of
A from B). But so do A and B, themselves, who could,
thus, assume the role of external observers.

- Conversation Theory is a relativistic theory

and a reflective theory, as a result of which its
formal theoryhoéd (though not its usefulness)

could be denied and the same comment applies to a
Decision Theory derived from it. If (as I contend)

Conversation theory,or its equivalent,is a minimal

basis for Decision Theory, the same comment applies
to any Decision Theory.

A relativistic and reflective theory has

a logic of coherence and distinction; also, its models

or semantic interpretations are many sorted{ithe

sorts distinguished by the Dist predicates).

The minimal factual metastatements are about

processes of agreement with many (dynamic) universes of
interpretation; namely, those distinguished by

the Dist predicates.

These matters cause no serious manipulative
difficulties if the conversation, or decision
process,is exteriorised in a representation that

is common to A and B , relative to which the

=+ As, for example, the interpretation of a Montague intensional

logic extended by Gergely, Nemeti,and Andreka,to accommodate
actions ,or events.in the many interpretation sets. As it
stands, this scheme is insufficient ,if used to image
L expressions (as Montague images matural langusge
expressions /for, in that translation, natusal language
metaphors are rendered, in an intermediate categorical
grammar , as similitudes and do not designate proper

s analogies. This defect may be remedied,and the group

. mentioned above are pursdying the matter.
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theory is formulated; the reflections of A on B

and of B on A are well rooted,K (the decision

process manipulates the environment, in which they
exist). One hesitates to generalise the argument to
cases where (as usual, in practice) the representation
is internal- to-the participants; it is not exteriorised
but privately constructed,in their heads and minds.

Truly, I am not too diffident on this score,
if only because any theory able to accommodate the kinetics
of decision, together with a proper interpretation for
value (in the sense of evaluation, utility,or worth) and
the genesis (as well as the occurrence) of distinction,
would suffer from the same formal difficulties.

Regarding kinetics, the approach through
conversation theory is quite satisfactory. Regarding
value,and genesis of distinction, its contribution
has yet to be indicated, and the following subsections
are devoted to these topics.

3.3. Value
The 'beculiarity over the metastatements' in L*,
could be rephrased to read, '"they are value ladened."

This is not at all a limited Mmeaning to
give value or worth (whatever else, the quantity is a

reflective one). But the constructions cited refer to agree-
ments over stable concepts, that lead to concrete or
intellectual actions. On this,we insist. Value does

refer to sharp valued entities, stable agreements !

So, this connotation of 'value" and "worth" seems to

have limited scope. At first sight, it does have

limited scope, but the reference to a stable

agreement (as in Section 2.9. and 2.10.) need
not be direct . Fuzzy quantification is perfectly

acceptable, so long as it is rooted in a sharp

valued event,
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The general question of value quantification

is dealt with comprehensively in a recent paper by
Johnson and Huber, '"The Technology of Utility

Assessment" ,IEEE Transactions of Systems, Man and
Cybernetics , Vol SMC 7, No 5, 1977. One author (Dr
Johnson) is contributing a paper, and M'Pherson (who 3

has a recent report on the logic and methodology of
value) is participating at the conference, In this
paper, I confine attention only to certain aspects
of preference and value reiterating that Fuzzy
quantification of sharp valued events (ie. what is
usually referred to as value estimation) is entirely

legitimate.

Two sophisticated candidates are the multi-
attribute utility scaling techniques (Hogarth and others)
and the Exchange Grid technique, where a vector of
evaluative descriptors is negotiated, as well as
the values assigned to each)(due to Thomas and Shaw,

based on Kelly's personal construct theory, Bannister

and Mair, Bannister, Fransella and Bannister).

These two techniques and others, somewhat less powerful,
do not depend upon an absolute calibration of
preference, which, though often attempted, is, in

the following sense, impossible.

I do not know what the numbers mean; I cannot
unless I am a participant and suspect that comparing
the numbers involves participation. They are relative
preferences open to negotiation( Brgten's dialogic

says more than this; more cogently, and more precisely).

At least, preference calibration (and the derived
calibration of value) appears to have limited applica-
tion. In contrast, an index of preference, worth, or
value, is justifiable if the events in relation to which

the index is used are both sharp and warrant decision. Similarly,

the "rational” manipulation of values, requirements

of preference transitivity, and the like, have, it seems,

79




local application only. The important point is that
existing and elaborate schemes for fuzzily quantifying
value arelthemselves,defensible provided that they refer
to a sharp event; in this theorylto an agreement over

a stable concept; a process punctuated and maintained

by distinction (also, a main point of Braten's scheme).

3.4. Genesis of Distinctions

It is easy to say that distinctions exist;

sight is not sound, animals are not planets. These

facile comments do not come to grips with the real
issue of how distinctions are brought into existence
or computed ,in a decision process.
Whilst writing this section, I had the benefit
of discussion with Atkin and Nicolis, and seeing a draft
of one paper. Hence, it is possible to approach

the question in a hopefully, mutualistic manner.

In order to address the basic question of
distinction genesis, it is necessary to examine some
non trivial connotation of the common phrase ''self
organisation” and to follow through the consequences.

I first encountered this phrase, used non trivially,
under Von Foerster, who defined a self organising
system as one in which the rate of change of redundancy
is positive, this notion being developed over the years,
chiefly at the BCL. Nicolis, Protonarios and Benrubi
have independently arrived at the same definition by

an entirely different route (and, again independently,
Caianiello provides a similar expression, K in this
thermodynamics of modular systems).

In all cases an hierarchical structure is pre-
supposed; specifically Nicolis and Benrubi define
a hierarchy as a set of distinct levels (ecach
characterised by a distinct state space or phase space
description, wusually stochastic),such that,within
each level events are causally or multiple causally
related (as in a Singer-type, producer-product relation)

whereas simultaneous events at different levels are
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correlatively associated. Any given level in the hierarchy

contains open non-conservative dynamical systems, generally
far from thermodynamic equilibrium, which may, at a

given level, be initially random. However, the system
becomes structured (canonically, in terms of self
sustaining, non linear, oscillators embedded in a
background of noise, ie. random phasors) which are

the components of the system at this level. However,

the phasors are still subject to a form of noise, defined
as additive (to the amplitude of oscillation) and thus,
even at one level, the static trajectories pass through

a series of stable modes. Phrasing it differently, the
equations describing the system dynamics have
singularities which, combined with a storage, or
integrating, term, give rise to modifications in the
state trajectories of the ensemble (a kind of

trapping, but also adaptive, behaviour). I shall call
these adaptive modifications "ordinary" (or "inessential")
bifurcations, since this tallies with the usage of
astrophysics, cosmology, and other sciences,

The "ordinary'" or "inessential" modifications
are compatible with the organisation of the hierarchical
level at which they occur. As a result, they lead to
adaptive behaviours but cannot do what must be done
if the system is genuinely self organising, ie. to
increase the degrees of freedom at this level by
constructing a further level (in Von Foerster's
terminology, changing the maximum entropy of the system
as the system entropy increases towards that maximum
possible valuei.

It has been shown, independently by each of the
schools mentioned, that under specific, and commonly
prevailing.combinations of additjve noise input (from
an environment), behaviour at a given level, and
signals received from levels above and below (which
constrain the system under scrutiny), certain essential
bifurcations also arise. That is, the modifications are
no longer compatible with stable modes of organisation
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at the given level. A novel representation must be

developed and has the effect of increasing the degrees

of freedom as required. The '"catastrophes" of "Catastrophe"
Theory (Thom, Zeeman, and others ) are special cases of
essential bifurcation points (in cosmology, essential
singularities are of this kind).

One aspect of all these formulations is that a
price is paid for their mathematical elegance; namely,
that they are presented in respect of a fixed notion
of temporality, randomness, etc, and that we cannot
say, except by inspection of a real system, what
the higher level variables, or descriptions, are (their
creation, by any means, gives the added degree of
freedom). My own formulation lacks elegance (it is in
terms of production schemes ,which are executed by a
priori independent (or asynchronous) processors,which
become dependent (or synchronous) ,insofar as there
are stable agreements (induced by information transfer
between them). It does not, however, require these
assumptions.

To summarise the argument, up to this point,
self organising systems, in the sense under
discussion, are mathematical -descriptions of reality,
either concrete or intellectual, and lead to
simulations under the suppositions about temporality,
randomness and stochasticity noted in the previous
paragraph. These self organising systems are also
possible descriptions of ..y "production schemes'",
and it is important to note that essential
bifurcations arise, in simulation (with all its
restrictions) and are a description of the ''genesis
of distinctions”. It is also of interest that the
conditions under which such bifurcations arise,
in a simulation, are descriptions of stable
productive, as well as reproductive, systems,

information transfer and agreement between them.

. | 1
Braten, in several papers, underlines the

difference between simulation and reality, since,
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for many years, he has approached his 'dialogical”
systems from two directions; on the one hand, computer
simulation of society, as done by an external observer
(a simulation); on the other, the modelling of one
participant by another as the two engage in dialogue
(a reality). In somewhat different terms, he

comes up with a logico-mathematical necessity for the
generation of distinctions; that agreement feeds on
distinction making; that the flux of dialogue,between
real participants provides an indefinitely large
number of real distinctions.

J s o

Felbs.

Atkin (1973, 1977), has a different approach to
this matter, though, in the end, he comes up with
compatible conclusions. Basically, Atkin regards a
representation as being generated by relations between
things (set members) rather than things being located
in an otherwise empty space (or time), either physical

or abstract. His scheme includes an hierarchically

arranged series of relational structures or "back-

cloths” that are relatively invariant in time (another
I relational structure), Upon the entire structure
(representing a complex of topological simplices )
there is a "traffic" of events, some of which

is stable (in the present sense, of productive

and reproductive).

As a thought-experiment, replace the
state space description by an ordered class of
"backcloths" ; let those "backcloths" also stand

. . oS
for my entailment mesh representation™

1 fully appreciate that the correspondence is not direct.
for example, tne hierarchy of backcloths is not exactly 4
the hierarchy of spaces; things {or vertices’are not
exactly nodes .in an entailment mesh. On the other hand,
1 am prepared to render the correspondences definite at
some appropriate juncture.
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Atkin argues that decisions are of at least
two types which, under this loose translation,
correspond to inessential bifurcations and essential
bifurcations; namely, circumstances in which decision
makers select amongst patterns and forces exerted
in a given backcloth and circumstancesunder which it
is necessary to change the backcloth (or more informatively)
for the backcloth to change. Although there is still

liberty, the set of possible changes is restricted.
These changes of the backcloth create distinctions.

The two categories of decision (bifurcation
resolving) characterising both the "self organis-
ational” and the '"structural'' approach appear,

again in loose translation, as

(1) The occurrence of situations in which the decision

making participants can do nothing vetter than (at most)
modulate the consequences of the plans and descriptions
implicit in their representation of the task environment;
when, in fact, machine C,of Fig. 6 should take control

of the situation(t will do better than a "guess'").No
information need be provided, the process leading to
action is automatic,and no essential distinction is
generated.

(2) The occurrence of situations in which the

representation must be changed by reaching a fresh

stable agreement between the participants and where
at least one essential distinction is gencrated

(the Dist predicate of an analogy) .

We are accustomed to thinking of
the world as a gigantic serial machine or a gigantic
parallel machine. Hence, when speaking of distinctions
that are generated or computed we incline either to a
Turing image (a finite state machine and an infinite

storage medium) or in descriptive equivalence, the
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class of differential equations. In either case, we
have a point-interval-ordering for process and a notion
of dependence, independence, and the stochstic. ﬁ#

My proposal for tackling distinction hinges upon this
picture. First, I replace the infinite tape or storage
medium by an infinity of stacks of a priori independent
processors, bearing similc v names in each stack and
different names in different stacks, Let some
computation start (it could be on one machine). If an
essential bifurcation is encountered in the dynamics
of the process undergoing execution, then differently
named (defined independent) machines or processors are
selected from the stacks, as many of each kind as are
required to resolve it, and the juxtaposition ot their
(different) names is a distinction generated from pure
independence. The trick is that,once brought from stack
(a) Similar named machipes may communicate (f the
process they execute permits it, for example,
if a production allowed by the production scheme

under execution, has argument values provided.

(b) Machines with different names may only communicate
if they do similar things (are used to execute similar
processes) and if their distinction is announced.

(c) "Communication'" means information transfer or

.

"local synchronicity'" (defined dependency).

(d) The stochastic is derived from the modes of
coupling between these modular machines insofar as that
coupling is derived (using a logic like Milne and
Milner or Byshovsky) as necessary in order to

maintain a stable process,

iﬁAtkin avoids the fixed ordering and offers.several
notions of probability distribution (from which types
of stochasticity emerge).




(e) Independence (as of orthogonal coordinates)
means the existence of a distinct machine,or

a communicating group of machines that are

rendered coherent (even though they started out

as independent ), 6 because of the process they

incarnate.

(f) Distinctions are generated (and announced,
here,as addressing statements) in order to
maintain stebility in the face of agreement
(increasing similarity and the requirement of

coherence amongst the machines that compute) .

(g) Conversely, coupling (the mechanical parallel of
agreement ) resolves distinctions; if the coupling (alias
agreement) depends upon a similarity in states achieved

by a process, then it is represented as analogy of form;

if it depends upon a similarity in computation, it is
an analogy of method.

4, The resolution of disruptive distinctions .

We are in a position to reach the main
conclusion or to restate and put together conclusions
that are latent in the preceding discussion (in

Section 2, and the earlier part of Section 3); to

comment upon what a decision process is.

Distinctions are resolved by stable agreements
(external to, or internal to, a brain) that are of

various kinds but all of which are represented as
analogical relations. '

A decision process permeates the participants
and their task environment. It is the resolution, by
stable agreements, (represented as similarities in

analogies) of distinctions that are disruptive, ie.




they constitute "bifurcations", either in the dynamics
of thought or of the task environment . ¥

This dictum can be regarded as a condensed

statement, ''most decision processes are a form of

analogical reasoning”. As such, it is merely a

reiteration of dogmas already advanced,in Section 2.10
. and 2.11. Thus, all of the types of doubt (a), (b),
(c), (d), (f), (h) noted in Section 2.10 are resolved
by analogical processes. The doubt resolving operations
of (e) in Section 2.10 are directly task specific and
procedural, they are ’preferably,well learned (these
are ingredients of a decision process,but do not

constitute a decision process any more than the

operation of a computing machine constitutes a decision ]
process). The guessing operations of (g),in Section 2.10
are excluded from ''real life" decision on somewhat ?
different grounds,though they have a place in
"contrived situation" decision making.

However, a more illuminating and slightly
more profound interpretation is possible, namely
as follows.

The "disruptive" distinctions to be "resolved"
in a decision process,may be inessential or essential
(in the sense of Section 3.f#%.

In the inessential case, their resolution, by
a decision process, implies that one configuration is
recognised as similar to another or that the
similarity is abduced, or invented. It may also

The idea of ''choice' as essentially "imaginative"
creative or inventive action is also mootgd by
Shackle, CLS, (1969) Decision and Action in Human '
Affairs Cambridge University Press. However, Shackle's
key ideas of possibilities as invepted (rather than
given as alternatives)and of surprise value refer
to one human decision maker.
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be the case that some applicable method or plan is
recognised as similar to another, or that a novel

plan is invented. There is no change in the underlying
representation, or, to phrase it differently, the task
environment retains an analogous structure and an
adequate representation may do so, as a result.
Deduction and induction are sufficient for the

recognition of analogies, though abduction is not
excluded.

So far ,we have been chiefly concerned with
the resolution of disruptive distinctions (those that
are responsible, in a given situation, for instability)
as they exist or are created between independent entities
(participants A, B, ... in the context of a task
environment ,or perspectives A, B, ... from which
the task environment is viewed). A decision process,
implicating A, B, their representation of the task
environment and the task environment itself ''goes on".
There is a precondition that A and B maintain their
integrity or autonomy, implicit in this verbal
statement (though made explicit in the organisationally
closed production schemes of Figs. 9, 10, 11, 12, 17)
and this precondition is usefully spelled out in
greater detail.

Just as A is not B, so A at time tljis not
A at time t, (where tz > tl). Similarly, B,at
time tl‘is not B at time tz. That is "different
instants of time" are held apart by a
fundamental, unqualified distinction, like
"independence''. Loosely, one says A (tl) is "the
same participant (perspective)'" as A(tz); that
B(tl) is "the same participant (perspective)" as
B(tz), meaning that some similarity, or morphism
between processes or products, is preserved over a
distinction in time; Dist (tl,tz). Taken together,
the similarity and the temporal difference are

represented as an analogy with Dist (tl,tz) as the
distinction; that is A(t,) is analogous to




A(tz) or B(tl) is analogous to B(tz). For A and B
the required similarity is preserved by the
reproductive processes of the production schemes
(Figs. 9, 10, 11, 12, 17).

Precisely the same temporal distinction

applies to the task environment (which at t2 is

analogous to, but not identical with, the task

environment at tl) and to the representation

employed by A, B.

Such an invariance characterises a decision process
concerned with inessential disruptions. Changes are
open to compensation by action that establishes, or
is based upon an analogy between the existing state
of affairs and some other state of affairs. Surely,
variables in the task environment change value, but
the essential structure either of the task environment,
or its representation, is not modified. Further, if the
decision makers remain individually characterised under
the changes of perspective needed in order to recognise
analogies and to reach an agreement, there is no

essential change in their structure.

For the case of essential disruption, the
structure of the task environment does change between
t1 and tz,in such a way that if the representation is to
remain adequate, then the representation must be modified
(change in the entailment mesh, the backcloth, or the

phase space representation)**Failing this, the bases for

# Dr Johnson, in his paper at the last
Richmond Conference,expressed preference for a rough
and ready (but,all the same useful)distinction
between strategic as against tactical and operational
decisions, crediting the distinction to Ward Edwards.
Tt is tempting to identify operational decisions
as ''no decisions at all", ie. operations carried out
automatically or by man,in a robotic mode; tacitcal
decisions with reaction to inessential disvuptions
and strategic decisions as reaction to essential
disruption. It is easy to find cases where this
identification does fit and indicates a commonality
of approach to command and control systems. How
gencrally the identification can be applied,is un-
determined,




decision would be violated (the decision process would
refer to an imaginary task environment, rather than

the actual one) if, in other words, there is to be an
ongoing identity (A (t), A (t + 1); B (t), B (t + 1) )
between epochs, then a different structure is required.
Such a change involves, whatever its form, the creation,
not just the recognition, of an analogy and thus, in
turn, abduction or invention.

It is equally valid to contemplate the converse
process; where the essential change is due to a bifurca-
tion in the ﬁental dynamics of A, B, ... (even though
the structure of the task environment does not change).
A decision process involves all of these components:

A, B, ... the task environment and their representation
of the task environmment. It is this process which is
subject to inessential or essential disruptions.

The reader may regard this construction of a
decision process as plausible, so far as complex
systems are concerned, but far fetched, or at any rate

over complicated, in the traditionally cited "simple"”
cases which surely exist. At least, that is my own
immediate reaction. How does all this business about
recoghising and using and creating analogies fit
"throwing a dice', for example, or"responding
selectively to multiple choice alternatives that are
given?u

The answer to this rhetorical question is "i. fits

perfectly” though, until Larry Phillips expressed
his own disenchantment with the "simplistic" ideas of
choice and decision, I scarcely felt justified in
developing my own thoughts along similar lines, let
alone voicing such outlandish sounding opinions.

But Phillips has more experience than most of us
with behaviour in the face of "simplistic'" questions and
selections; his studies of intercultural differences
call for massive comparisons between response profiles
to large numbers of well structured items and he

also concludes that decision, even to these items,

is not nearly so simple as we are brought up to believe.
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On closer scrutiny, what really does take
place if a dice is thrown and someone is asked to
(and does) cite the chance that one of 6 numerals
come up. What really does happen when teenagers are
forced,with multiple choice questions into one and
only one correct response?

Well, for the dice, a respondent is asked to
place a concrete situation in correspondence with a

mathematical situation (he may be persuaded to do so by the

dubious, if not phoney, argument that the mathematics

is just a formal expression of "vast experience with

dice "or ''repeated trials'"). The mathematical situation
consists in a set of exclusive (ie distinct) and
exhaustive alternatives, conveniently indexed by the
integers, and a covert existential statement that

(on any trial) one and only one event with occur. Thus,
right at the outset,the respondent must accept and
recognise an analogy between an abstraction and the
concrete dice on the table, which is thrown. Furthers the
successive trials are seen to be isomorphic, but distinct, the
labelling integers being in one to one correspondence

with the numerals inscribed upon the faces, though

they are all independent (no other analogy, just isomorphism
and the distinction imposed by a point internal sequence) .

If the dice is not loaded, then, by analogy
with an imaginary experiment involving repeated throws,
most respondents say ''the chance is 1/6 for any face"
and "it is so for each trial'; at least, that is the
standard analogical resolution (or, if the dice is
biassed to favour certain sides, then bias is expressed
in terms of probabilitiesl These, of course, are the
standard replies, not necessarily the commonest ({for
respondents find it difficult to believe in truly
unbiassed and truly independent events. But without the
mathematical/concrete analogy of form, the choice
situation makes no sense . The standard resolution

of the distinction (between the one face at once
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or between successive trials) depends upon an analogy
of method (either with ordinary throwing or, in the
case of a "superstitious' resolution, with a '"demon"
having eccentric behaviour.

For multiple choice questions,in tests or
examinations, the situation is more complicated. If
the respondent is certain about the correct answer, then
the question form is irrelevant (provided that the
answers are sensibly devised); a statement is simply
recognised. On the other hand, if the respondent is
uncertain, the question form is relevant and (if one
and only one answer must be given) is recognised as
analogous (in fact isomorphically analogous) to the
exclusive and exhaustive formalism or (equivalently)
to the dice throwing situation, insofar as the
respondent believes that one (and only one) answer
really is a correct answer.

Under these circumstances and given this
structural recognition as a prerequisite, resolution
typically proceeds by analogical reasoning with
respect to all of the alternatives (A, B, C, D, E);
for example, that A is known not to be correct, that
B and D are similar whether correct or not, so that,
since only one alternative is correct, neither B or
D are contemplated; that,in complete ignorance of D and E
the respondent selects E , because D has the designator
of alternatives, in other, adjacent, questions, which
were known to be correct and because of a ''superstitious"
(or, maybe a well founded) belief, that 'correct"

designator patterns are not repeated in the same block.

The dice and the multiple choice situations are
typical of inessential and highly engineered dispruptive
bifurcations. The familiar "9 Dot Problem'" presents an
essential, (though also engineered) essential disprutive
bifurcation,to anyone who does not know the solution.
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In the "9 Dot Problem'" the respondent is
presented with a square 3 x 3 array of dots,
half the size of the page and is asked to join all
the dots by 4 straight lines,without removing the
pen from the page. This display is intended to induce
a mental set.or frame of reference,such that any

lines constructed lie within the 3 x 3 array. If so
the problem is analogous to a class of "closed

minimisation" problems,and is insolvable until a

fresh analogy is created; namely, a set or a

frame of reference which is the entire page,

for the solution
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This is completed by analogy with the "where to start

on a tour" class of problems, namely
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To summarise, the mechanics of a decision process

capable of resolving distinctions of a kind that are

liable to impair the stability of organisational closure

(in contrast to those which must be computed to maintain

and secure stability), is an agreement or coherence

mechanism, regresented by means of an analogy. For

inessential disruptions an analogy of form and

method is recognised and an appropriate process is

set in motion. For essential disruptions
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(of ;255, at least, possibly of method) must be
created, de novo. ‘#‘ The apparently straightforward
conclusion, that decision is primarily a matter of
analogical reasoning, has been approached by quite a
devious route,but shortcuts would have left the

decision process, in some respect, enigmatic.

In fact, this process is complex and fairly
subtle. The reasoning may be exact,or it may involve
imprecise (fuzzy) descriptions and concurrent
operations. Whatever else, it is not simply ''guessing"
in the usual sense of this word, ie. "weighing up
predetermined alternatives on a kind of psychological
balance beam", though some very restricted types of

decision may be viewed as if they were "informed
guesses'.

S. Responsibility

For some while it has been intuitively clear
that insofar as decision makers learn and execute
a generalisable skill, this skill fits best under the

rubric of responsibility. Given equal opportunity to

exteriorise their representations, participants who
exteriorise complex, far reaching, and coherent
representations are placing their foresight

in a quasi public domain; as a result they are

assuming more responsibility for the task

environment than others, who fail to do so.

ﬁf This section was written last of all. Whilst it was
being typed I had the opportunity to read Qaines
paper' and found him in agreement over the 1mportgnce
of distinction and the role of analogical reasoning.
In particular, Gaines category theoretic representation
of analogies is compatible with the present representa-
tion of analogy creation, though it is independent and
’ expressed in rather different terms.
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Maturana and Varela call the quasi public
domain a "consensual domain", I use "conversational
domain'". The differences are unimportant  since,
in Maturana's and in Varela's formulations !'con-
sensus of opinion” is a mutual sharing of beliefs;
that is,an agreement or coherence (not simply
a matter of vote casting). The arena in which
the beliefs encoded in this representation,are
exposed to debate may be a colloquium of peers,
of fellow managers,or of authorities in
government , or military superiors. But it could
be society at large,or even an entire civilis-

ation . There are no special restrictions.

The equality of opportunity is important. If
a manager is called upon to decide about an investment
as soon as he occupies his post,little can be said,on
that evidence,about his responsibility; even provided with
means for exteriorising his representation, he has no
opportunity to do so,and any Jjudgement of his action
must be based upon his record in other posts. However,

insofar as managers A and B both have the opportunity to

exhibit their skills over several years, (say )

a relative assessment of responsibility can be
based upon the relative complexity and coherence
(in some, rather inadequate, sense) of the

representations they produce and use.

Attempts to quantify responsibility
have been hampered by our '"rather inadequate"”
sense of a measure on the representation. The
issue is not simple. It 4nvolves not only the
representative entailment mesh but its prunings
and the processes they determine or permit (which
as noted in Section 2.11, and Section 4.6)
cannot ,usually be analysed by the standard rules

of probability calculus and linear temporal succession.
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In contending that a ''general art of decision’
is equivalent to ''the art of taking responsibility"
I had the hunch that an index of this quantity lies
in the "size" of events (in the representation)
imaging the '"size'" of concept entertained by the
decision maker. A further hunch was inspired by the

empirical work of Elliot Jacques.on time span

measurement and the relations between the desired
occupational time span (unsuperviséd interval

before remedial Teedback)and degree of responsibility
the Glacier Project, where most of Elliot Jacques'
studies were carried out, the responsibility
component is equated to the salaried value of the
post. In the present case, the length of process

that might be derived from the mesh, the time
overlooked, the time spanned, back and forth

should provide a first order index of responsibility.

Here, the draft of Atkin's conference paper and

some earlier work, which he showed to me about a year

ago, came to the rescue. Suppose it is possible to
map a representation onto an appropriate hierarchy
of Atkin's relational structures (which it is,
though the most desirable method is undetermined).
If so, Atkin provides a first order measure (namely,
the projection of an ordering of patterns over
vertices, which corresponds to the maximal system
time) onto a point interval Newtonian time
(namely, a 1 simplex). It does not end at

that, for a family of indices are derivable,

and appear to be precisely what is needed

to convert a ""rather inadequate' quantification
scheme for "responsibility" into an adequate

one,

A proper specification of responsibility,
combined with an operational realisation of

the laboratory decision system, (and several

In




kinds of realisation are possible, as indicated
in Appendix 2), appears to have consequences

far reaching and pragmatic enough to be taken
seriously ; at any rate, to justify this
slightly unorthodox essay upon the theory

of what a decision process is.




Appendix 1

The data contained in this Appendix is intended
to illustrate all of the often non standard types of
result in the paper.

First of all the records typical of the team
decision task are shown in Ap 1.1 and in Ap 1.2; they
are extracted from the final technical report of Grant
DAERO 76G069 where detailed decoding is provided; here
it would be gratuitous to say which numbers mean, for
example, number of "Klingons" or "Spacecraft Energies"
or other 1identifications needed for decoding the

recordings. The Behavioural or State variables appear

on the left, the interrogation session responses (referring

to that interval) on the right and, in a typical experiment

there may be a dozen surmmaries of which two are shown.

Next Ap 1.3 and Ap 1.4 are two typical but quite
different planning meshes. Prunings and selective

prunings of the first one are shown in Ap 1.5.

Finally Ap 1.6 indicates the characteristics of
the test for conceptual style as used in the context of
decision making.
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Appendix 1.3,

Klingone nea
Craft

e e e L
¢

ey e
| yy

different
Position (X)
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Fig 11(A). Planning Entailment Mesh Constructed by a
subject regarding Spacecraft and mission
as having tactics that are used by the
Spacecraft in the mission.

101




Appendix 1.4

Position X

OO ROXO

Notes: Surplus to Invest e

Fig 11(3) Planning Entailment llesh Constructed by subject
seeing plans and tacticS as using Spacecraft

T

for achieving goals and other objectives
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Appendix 1.6

N Q C v a b 3 d e s | & h
Means | 68.53155.07}57.33§34.87]50.67158.8 {45.8 |25.67{51.6 |28.33|60.4 [72.87
SDs 19.16]22.28{18.51]25.32[29.38{26.58)2¢.56|18.24{31.34)14.17[19.39{16.5¢4

Table 2: Data from 15 subjects under revised conditions and
scores of the subjects' neutral, operation, compre-
hension and versatiloty scores are recorded. As these
aggregates are, so far, the most reliable estimates
when judged against a large sample test and retest
population (Appendix 4). The Spearman’'s rank correl-
ation coefficients are shown together with the scores
on the tests and various properties, both of behaviour
and answers to questions., Critical values of Spearmans
Rank Correlation for n = 15 are 0,456 (for 0.052p) and

0.645 (for 0.019% p)

Key N = Neutral score "Spy Ring History Te.:"
O = Operation Learning Score "Spy Ring Hisotry Test"
Stylistic C = Comprehension Learning Score "Spy Ring History Test
Tests V = Versatility Score "Sny Ring History Test"”
Questions a, = Plans or hypotheses stated
correctly that are subsequently follow !
answered. up, successfully or not, (see h)
These scores
have a nec- b. = % Correct Klingon position
essarily predictions,
evaluational

component in
determnining if
an answer is
correct or not, d.

c. = % Correct density or energy
estimates

= % Correct response to where are
ships and objects in space.

e, = % Time operating ships
in parallel

= G { i v .
Behaviours f. ? Time operations concurrently
by mean number of operations
per hour

g. = % Correct density or energy
estimates

h. = Number of plans or hypotheses
stated
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{0.1] Introduction

This paper is an attempt to show how the liethodology of Q-Analysis,
which has been developed by the autbor over recent years; is relevant
to the general question of decision-making. This "gene?al question"
arises in many circumstances - such as in an organisation of - '
committees (which is a kind of social structure) or in the organisation
of Self (involving the structure of the individual psyche) or in the
Man-Machine context (whose structure exhibits the rigidity of the
machine with the flexibility of the man). In any of these circumstances

I would claim that we are dealing with a Structure which is capable

of being defined in matneratical terms - and that when that is done it
becomes a simplicial complex (which has a representation in a
multidimensional space). This particular kind of structure, in any
specific study, acts the part of (what I have previously called)
a static backcloth - denoteé by S - and that this replaces the
conventional 3-space of the rhysical scientist. In that event the
backcloth must carry the "traffic" of various kinds of action - such
trafiic becoming the dynamics of the study. Furthermore, the topolozy
of that backcloth, S, must determine how the dynamics is to be
manifest (how the traffic is allowed to change) : the point about
making decisions is then the question of "where do we go from here ?".
S0 in a fairly obvious sense "decision-makin " will fall into

two broad catesories, which are not mutually exclusive, viz.,

Cl : decisions which are associated with changes in traffic
over a given (unchanging) backcloth structure, $ ;

and C2 : decisions associated with changes in the backcloth itself,

whichever is tne case, and scmetimes both will arply at once, the
notion of "structure" must be well defined and tae bYackcloth topology

(the basic connectivities of its seometry) zust be discovered. The




Hethodology of Q-Analysis rests on the assumption tbat such structures
are those simplicial complexes which arise via mathematical relations
between finite sets (of data). If Y and X are two such sets and A

is a relation between them (beinz a subset of their cartesian prodﬁct)
there will be two (conjuzate) éomplexes, normally dencted by

KY(X) and XKX(Y) - the first being defined by A and the second by its
inverse hfl o Then the simplest topological properties of any such
complex are those defined by the sharing of subsets of the vertex set -

what I have introduced as g-connectivity .

Illustrations of this approach are given in the following pages
and are taken from specific research papers and projects completed
over the past few years. Tﬁey are meant chiefly to outline the ideas
and methods and to lay a foundation for discussion ; greater details
can be found in the references, particularly my books

hatnematical Structure in lluman Affairs , Heinemann, 1974

and Combinatorial Connectivities in Social Sysvems, Birkhauser, 1977 .
Here I would like to stress that it is 2 methodolosy we are talking

about, and not just a model . Q-Analysis does not provide us with

any model (in the ordinary sense of that word) - it provides us with

a method of tuilding a model out of the basic data sets. So, if you

like, it is a meta-model (or even a meta~meta-model etc.7) .

Because of this thece is no simple "package" of ;ricks whicn somehow

give the answer ~ altnouzh there are one or two basic computer

programs which can be used in the process of buildin; the structures .

Ferhaps it is better to descrile it as a lan ua;e - a languaze for

the discussion of structure.




[1.0]

Q-Analysis - a lan~ua e of structure

The followin: sections, [l.n], contain some of the basic definitions
and concepts associated with the structural analysis of data. The

theory has been dev.loped from a considefation of what constitutes

hard data , in social and other s, stems. In effect this céhsists of

data which is associated with set meribersnip = all other data is to

be re_arded as "goft" . In its turn this means that the sets (of data)
are to be well-defined (and being finite this can always be done by
listing the mewbers) and also that taney are to be naturally organised
into a hierarchy (or hierarchies) of sets. This hierarchical ordering
is comratible with Russell's Theory of Tyres and consists of relat1ons
between successive levels which are defined via the notion of'gg!gg sets
(which are not usually partitions = as in conventional hierarchigs).

Each such relation, and similar relations between sets at the same
hierarchical level, defines a simplicial complex X, and the union of
arpropriate complexes constituteg the static baéklcothvs of the data.
Since the hierarchical levels can be naned as N-level, (N+1)-level,
(N+2)-level, etc., it is more appropriate to refer to the backcloth
S(N), 3(N+1), etc. since the structures are significant at the different
levels.

This arproach provides us with a language waich allows us to
distinguish between the kinematics and the kinetics in any system -
a distinction which in pre-Newtonian dy..amics was a pre-requisite for
creatin; a science in that field. This lanjua;e must therefore contain
in it suitable words and constructions w.ich can enable us to discuss
both the basic topolozical properties of the backcloth as well as the
way in whici changes in traftic (on that backcloth) are expressidle in

a way which is comptiuible wita that topoloyy.

o e v —




(1.1}

The hierarchy of data sets

Data (hard data) is provided only via set-membership (finite sets).

This requires (i) the sets must be well-defined (agreed by all) |
(ii) we must not confuse types of sets (Russell).

Type O: the elements (members) of a set X = ‘{Xl,Xz....Xn}

Type 1: the elements of the power sct P(X) = {subsets of X }.

Type 2: the elements of the power set PZ(X) = {subsets of P(X)} , etc.

We thercfore set up a hierarchy of levels for data, as follows.

Il : N-level, (N+1)-level, (N+2)-level, etc,

where (e.g.) if the sct X is at N-level then a corresponding sct Z at (N+1)-
level will be Z = {ZI'ZZ' ""Zk} where Z is a cover of X. This means

that (i) 2 < P(X), each Zi is a subset of X

and (ii) x = U Z;, each Xj appears in at least one Z,.
i

Note (i) The N in N-level is afbitrary and relative. We could equally
well think of H as ... (N-2), (N-1),°'N, (N+1), (N+2), ...
(ii) when 2, and Zj aré-di;jbfnfedf(for all i # j) we call the sct 2

a partition of X (old-fashioned hierarchy).

N is defined by a set of relations,A LU, ...

For example, if (N+1) —— {ZI,ZZ, Zk} I
)\

and N —— {xl,xz, . Xn}

then )\ rclates X and Z by:
Hy 3 - 4 "
xi is A-related to Zj if X.1 € Z.j .

Such a ) is represented by a binary (0/1) matrix A = (xij)

with n rows and k cols, and Aij =1 if Xi A Zj

= 0 otherwisc,




Examples of hierarchies via cover gets.

(I) 1In a study of the University of Essex (as a Community Study), d

published in 1974 as Research Report IV (this has since been
published in "Combinatorial Connectivities in Social Systems,
Birkjauser, 1977) it was found that five nierarchical ieveis vere
needed, and these were named (N-2), (N-1), N, (N+1), (K+2).

The visual structure of the campus was described by relations between

sets of visual features identified at the levels as follows ;

Visual features - Set Hierarchical level o
Jide views w N+l

Views v N

Facade strips F N-1

Details D N-2

The set W contained 4 views of the campus, roushly from the four

points of the compass : the set V contained 20 elements, whilst F and
D contained 36 and 84 elements respectively. No one of these sets

was a partition of any otner, the whole hierarchy of data sets was

therefore defined by relations as follows :

H: D F v W
i Y g

and these relations coateined within them the essential stiructure

of tnis hierarchy of cover sets.

In the same study the Committees of the university found natural
places in this hierarchy - subcommittees being; at a level one down ‘
from the committee itself. So with Senate at (J¥+2) we naturally find
the School Doards at (}+1) and the Departments at the N-level. Similarly

with Amenities at (MN*1) we get Housinj;, Catering, Student Societies

at N, wailst at {N-1) we find specific housing accomodation, s:ecific

restuarants etc., and srecific student socities . Then with De;ree Courses '

Lo Jpna




{about 50 of them) at the N-level we naturally find Lecture Courses
at (N-1) and lecture Topics at (N-2). Clearly these are not partitions

either, since Degree courses can share lectures etc..

(2) In a Regional Study of East Anglia (during 1974-77) we. actually

used three hierarchical levels as follows 3

Lavel Local Authorities Sets . Number of elements
Ne2 Names of Counties A(N+2) 4
N*l_ Local Authority A(¥+1) 12
Names (Districts)
N Parish Names A(N) 1184

and with these were took the land Use data whose sets fitted in

N+2 Land Usess L(N+2) -8
N+l Land Uses L(N+1) 46
N Land Uses : L(N) 966

In this cage, with the sets A(h), we do have a partition at
successive levels - since different authorities do not share the same
piece of geographical area. But with Land Use (which includes all
kinds of human ' economic and social activities) the sets were not
partitioned.

Most of the conclusions about the nierarchical data structure

in that study can be found in Research Report X (attached) .

(3) 1In the application of tais Methodology to the study of the Game
of Chess (v. Fred CHALF, positional-chess ahalyst) it was found

necessary to use a hierarchy H containing three ¥vels as follows @

N=~level : A set of squares on the boaru, S

The set of white pieces, W, and of black pieces, B.




(N+1)~level : A set consisting of sets of squares (like files,
diagonals, centre, etc).
A set of sets of pieces (like pawns on the King-side,

the Knizhts, the Bisnops, the Rooks )

(N+2)-level ¢ A set consisting of sets of sets of squares (1like
"the Kinz-side squares" etc.).
' A set of sets of sets of rpieces (1like "the pawns" and

"the minor pieces” etc.).

Furthermore, in that study, it was necessary to take cognisance of,

the presence of a meta-hierarchy (denoted by H+l ) any one level in

which referred to (controlled) the whole of H. This was an important
notion since it was only in the meta-hierarchy that playing "strategy"
could be sited - that is to say, where decisions could be made aﬁout
evaluation of the structure (the "positional" features) of the game
at any stage.

In the hierarcay H itself we ;ould identify the tactical and

positional play as follows :

N-level : Here the players make the tactical moves ; where each
move requires a decision about a particular piece and a

particular square.

(N+1) 3 Uere we get the (1st order) positional play ; where
sets of pieces (if only two or three) combine to aifect

sets of squares (like "the centre").

(M+2) :+ Here we find the 2nd order positional play ; vhere (eg)

the whole of the Kinj-side is attacked.
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{1.2]. Example of relation A € Yx X (relating Y to X).

AlX1 X2 X3 X4 X5 X6 X7 X8 X9 X0
vMl1 1 1 1 0 0 0 0 0 o
Y20 1 1 0 1 0 0 0 00
Y3{0 1 0 0 1 1 0 a0 0 o
Yalo 0 0 o0 1 1 1 1 0 o
Ys[o 0 o o 0 0 1 1 1 o
Yoo o o o o 0 0o 1 1 1
Y7|o o0 0 1 0 0 0 1 o0 1
8lo o0 1 1 0 0o 0 0 o 1

Each_Yi is called a SIMPLEX and written (e.g.) as

Yl = < X1,X2,X3,X4> , a 3-simplex.
1f Y; is defined by (p+l) X's then it is called a p-simplex (written op).
A p-simplex can be represented by a convex polyhedron (with (p+l) vertices)

in p-dimensional euclidean space, Ep, and not in any B! with Q<P .

All the Y's, in the above relation A, combine to give a SIMPLICIAL COMPLEX
denoted by KY(X,X) or KY(X) or K. The X provides the vertex set and
Y is a set of names of simplices. '

Associated with this A is the inverse relation A'l (incidence matrix as AT,

the transpose of A). This gives the conjupate complex KX(Y) or K.

Each complex K, X posscsses a geometrical represcentation in Ek, for suitable
k. In fact there'exists a theorcin: k can he taken as (2n+1), where

n = max p in K. This max p is called the dimensjon of K, dim K.

KY(X) and KX(Y) are shown in Figs. 1 and 2, whilst a list of practical

examples of how relations can arise is piven in Tahle 1.
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: 10
Set Y Set X Interpretation of Aij
1) Individual Pcople Named Committecs Aijsl means that person Y,
i
) is on committce Xj.
2) Kinds of people Committees in a wide Xij=1 means that group Yi )
(ethnic groups, etc,) sense (assemblies etc.) is represented in Xj} !
: |
3) Kinds of people Business enterprises Xij=1 means that type Y,
invests cash in Xj.
4) Traffic routes Types of vehicle Xijsl means that route Y,
carries type Xj.
§) Streets in a town ‘Types of retail Xijal means that in street
business Yi we find business xj. ?
6) Educational courses Named colleges Xij=1 means that college ;
X. offers course Yi'
7) Individual people Leisure interests Xijgl means that person Yi
devotes leisure time to Xj'
8) Medical illnesses Pathological symptoms Aij=l means that diagnosis
'Yi involves the symptom X..
9) Manufacturing processes Industrial techniques Xij=l means that process Yi
requires technique Xj.
10) Political groups Social reforms Aij=1 means that group Yi

advocates reform Xj.

Table 1  Fxamples of relations A bhetween sets Y and X

S
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The idea of gq=connectivity (topolozy) in KT(X)

If Y, and Yj share {q+1l) vertices (the X's) they share a q-simplex

as a common "face", .e then say that they are g-near (or are g-connected)
If (e3) Yl is qrnear Y2
Y, is q~connected to Y3 , where q * min (ql,qz,...).

and Y, is q,-near Y3 (etc.) we say that

This defines an equivalence relation on all the simplices of KY(X) -
those which are (at least) q-simplices. Hence we obtain equivalence
classes of g-components in KY(X). If Qq = the number of distinct
q-components in K, and q = 0,1,2,... dim K , we introduce the

structure vector , @ , which gives a first idea of the global topological

properties of the complex. This is simply the integers :

8 {4y o i,
If (eg) Q,> 1 the complex K 1is the union of disjoint compléxes
(Qo of them) . In the case that Q, =1 {and if it does not then we consider
the separate ccmponents of the complex, in each of which Qo =1 ) we

introduce the QObstruction vcctor , as follows :

8= {o1 o ;-1 -er @-1,q71 (=0) }

and we shall see that this is a better measure of the topological

obstruction to change in traffic on the structure (than is Q itself),

In addition to tahis global idea of the way in which the complex K
is connected, we have a measure of the local role played by any one of
the simplices (any one Yi). This measure is what haé been called
the eccentricity of a simplex, Yi . We define it as follows 13

If @ = dimension of Y, = (what we shall call) its top—q, and

a = the q-value at which this Yi is first connected to some
distinct Yj’
= (what we shall call) its bottom=—q, then we define

Ece(Yy) = (@ ~ Q)+ (¥ +1) .
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Examples of q-connectivities, structure vectors, etc..

(1) In an urban study of Westcliff-on-Sea (Essex) in 1972-3 the data
at a suitable N~level consisted of a set L{N) of locations (streets).

and its relation to another set V{N) of commercial actiYities. The first
set contained 54 elements (names of streets) whilst the second'confained
152 elements (names of various activities under the broader headings

(at the (N+1l)-level) of Retail-I, Retail-II, Priwvate Services, Public
Services, Community Amenities, Catering, Light Industry, and Residence ).
It wﬁs possible to compare the structures KL(V) for two years separated
by 60 years, viz., for the year 1910 and tﬁeyear 1972, In eécb case

the complex was analysed (by our computer programs) - the so-called
Q-Analysis - to give the components at varicus gq-values. Thess were also
separated under the (N+1) headinzs so that we could obtain a feeling

for how the character of the area had changed in various respects. [Incid-
entally the difference between Retail-I and Retail-~II was that between
"hardware" and "food" etce.]. Sincé the street pattern had not changed
over these 60 years the comparison between KL(V)=1910 and XI(V)-1972
seemed to make intuitive sense. The set V was appropriate to include
those activities which were to be found in the area either in 1910

or in 1972 or in both.

The following tablé shows how Q changed over this period of time

Subcomplex heacins § in 1910 Q in 1972
° ’ °

< “
retail-I 1111111111 22222
an v ' %] "
Retail-II 1...13335421 l1...1223322
[
11 33342
Ja v 9 " >
Private Service 1 N 12345513 1114556431
° .
34421 ... 352 3
) ~ > ° a )
Public Service 1111271031 159

and so on =~ where the superscripts denote g-values corresponding to
the Qq nucsbers in 3 .

- . e
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There is a noticeable contraction in dim K over this period (the

structure vectors become shorter in each subcomplex) : a typical list

e b

of contracting top—q values, with names of streets attached, is the

following.

: Element Street name 1910 1972

' L7 High Street 4 =24 4 =17
111 Alexandra Street qd =13 qa =1 i
15. Keston Road § =10 a= 8 :

these all referring to the subcomplex headed Retail-II.
The way in which (eg) the High Street, L7, changed ifhs dimensions

under the various headings is shown in the'following table ;

N+1 heading 1910 1972
3,4)  Ecc (L7) (,d) - EBec (L7)
Retail-I (7,9) 1/4 (1,4) 3/2
Retail-II (8,24)  16/9 (1,17) 5/4
Private Service (11,30) 19/2 o (4T) 3/5
Public Service (2,8) 2 . (0,1) 1
Amenities (1,4) 3/2 (0,0) 0 J
Catering (1,3) 1 (1,1) 0
Light Industry (0,5) 5 (-1,-1) infinity

e can see that in general High Street has become more isolated (drop

in bottom—q values) and that it contains less shopping/service facilities
(drop in top—q values) : also Li_ht Industry has vanished from L7

alto ether. It is also less eccentric than it was in 1310 = sauvwing that
the connectivities of the whole area (as between the streets and via
these vertices in V(1)) have resulted in a shrinking of tue comiercial

features into a few streets = which results in their bein; less eccentric =-

80 shor; ing is less interesting and more concentrated.
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(2) 1In the University Study already referred to, one relation between

two N-level sets was that betweeg Tegree Schemes and Departments ; this
relation was analysed for gach of the academic years 1970/1 to 1974/5.

If we let Y = set of Departments and X * set of Degree Schemes, we

obtain the following comparison of structure vectors (for both KY(X) and

KX(Y)).

Year Q for KY(X) 3 for KX(Y) Set Y Set X
1970/1 1.1.6 6 6 56 1 - | 20
1971/2 34656 66 1 23
1972/3 234885 95 12 . 28
1973/4 12336994 . 12 ¢4 _ 12 33
1974/5 13333771093 17 3 14 43

From this alone we can see that the number of digjeint pieces of
the university (department-wise), as counted by Q, » steadily decreased
from 6 in 1970/1 to 3 in 1974/5 - the same applying to the pieces
(fields of study possible) as measured via the Degree 3chomes (KX(Y)) .
This indicates the rise of Joint Degree Schemes which cross the
departmental barriers. But we notice that the obstruction vector has
increased dramatically at the g=2 level, tarou_h the values of
0, 0, 3, 5, 7 1indicatin; that there is a price to be paid for tais
increasing; academic unity (as measured si:uply by QO). e shall refer

to this in another section wien dealin; with traffic and patterns.

(3) In the Aegional 3tudy of East Anglia (1974-77) data was obtained
from the Office of Censuses and Fopulation which gave the numbers of
employed rersons throushout tae resion in all the clas.es of jobs
wnich are nornilly listed under that Office's 3tandard Industrial
Classification. Tuis latter list is really publisned in 3. hierarchical

levels = our (N+1), N, and (N-1) . The numbvers of headin:s {elements)
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in this list at these respective levels are 27, 223, and c. 12000 .

We therefore found that we had a matrix (containin;: integers) which
related (at (ez) the (li*+l1)-level) the 72 vertices in the list of

Local Authority Areas (Districts), already'referred to as A(N+1),

to these 27 elements in the (li*1)-list of SIC—jobs. Such a matrix contains
many binary matrices (out of waich we‘can build our complexes) and one
vay of deriving such a binary matrix is to "slice" the numbers in the
data matrix., This is done by choosing an interval (possibly a different
one for each row of data) and if [ar’br] is the choice for Row-r;
creatinz a binary matrix A by setting hrs" 1 of the data element

Drs falls within tais interval, and setting hrs' O otherwise. So if

we let egch br become infinite we effectively replace each I)rs by al
if it is not less than a. and by a O otherwise.

In this particular analysis the slicing was done by taking the
number 2. to be the mean of all the data nuibers D_q (fixed r) in the
rth Row, and letting br be eifectively infinite. Ey this device we
obtain a complex {from the resulting binary matrix) which represents
the structure of the data (the employed classes distributed over the
county district areas) insofar as the distribution is not l.ss than
the average throughout that District (this is the average of all
jobs distributed over the 27 possible kinds of jobs in the SIC).

The resulting structure vectors for KY(X) ~ where Y is the set of

Kuthority Areas and X is the set of SIC-jobs.- are listed below for the

1971 Census Data.

County structure vector g
7 3 [}
Cambridzesnire 3452111211
[} 4 [
Norfolk 2886521111
3 € °
East Surfolk 1454431111
¢ 4 .
west Sufiolk 136531111

Graphs of these are shown in the accompanyin; i ures.
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{1.4] Traffic and patierns on a complex LY(X)

By "traffic" we mean anythiny associated with a complex KY(X) which
(1) 4is defined by subsets of the vertex set X ; that is to say, it is
to be defined on each of the simplices, the Y,y and
(ii) can be described by a graded set function, called its | attefn,
% : {simplices of K}— J (ring of Qaluee)
We can write the value of X on a simplex ¢, as K(ab), or as (Jb,“) H
each is a value if J (usually the integers).

It is clear that a pattern can be written (indeed it must be written)

as a graded set function, in the form

x = x° 6 2 ... ¢ x* o...0 2"
where n ® dim K, and where ﬂt means X restricted to the t-simplices of K.
The direct sum is required because we do not normally expecf to be able
to add these values together (naturally, ® is defined in terms of th; +
in the ring J of values, in the usual way).
Examples of traffic are listed in .Table 2 below ; each is a plausible

example on a static backcloth, KY(X), defined at some particular

hierarchical level, N . This is essential to enable us to distinguish
between the dynamics on the structure and the structure which is to
"carry" it - just like "velocity of a particle" is a dynamic pattern
on a physicist’'s backcloth, £ (euclidean }-space). Indeed it is clear
that "velocity of a particle” is an example of a ﬂl (since it is defined
on a l-simplex in EJ, viz., the pair of points needed to measure the
thin; called "velocity"),

It is because of the above analo_y with physics that it seems
degirable to interpret chanze in % , denoted by Sﬂ, as a "force"
exjerieneced bty the traffic in this backcloth structure KY(X) ~ just as

Sv is associated with Newtonian "force" in 23 and is experienced by

the traffic - which in this case is "the particle" itself.




Set X

Individual people
Sets of people
with specific skills

Traffic routes
.through towns

Streéts in town
Medical illnesses
Educational Courses
Croups of people

in community
Political groups
Manufacturing

processes

Company executives

19

et Y.

Named committees

Business enterprises

Types of vehicles

Retail businesses
Pathological
symptoms

Colleges

leisure. interests

Social reform

measures

Industrial techiniques

Responsibilities
in company

Fxample of traffic on KY(X)

Business discussed/rankéd
in the committees .

Capitél jhvestment in
business activities

Goods and people carried
by different vehicles

Weekly shopping turnover
in the shops '

Drug treatment of the
symptons

Student applications to
colleges

Current expenditure on

leisure activities

Costs of social reforms

in specific community

lesearch costs per

-technique

Share of advertising
"cake" per area of

responsibility

Table 2 : Examples of traffic on a complex KY(X)
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In the Regional Study of Zast Arzlia, backcloth given by the
structure KY(X), where Y is the set of (N+1l)-level Local Autaority Areas
(Districts) and X is the set of SIC-jobs at the same level. Listing .

some typical graded traffic :

Traffic Meaning of specific gradin: in “t

(1] Kumbers of employment- 2-traffic (¢ = 2) means people who are

seeking males per area. eligible for 3 kinds of jobs.

[2] Private houses built 4-traffic means houses readily accessible
in each area to 5 kinds of work
(3] Commercial buildings 5-traffic eans buildings which houss

6 job categories

4

l4] Volume of traffic flow O-traffic means vehicles which are concernec
through each area i with only one kind of job
[5) Goods exported per area 3~tra:fic means goods which have been ' 7

produced by 4 kinds of job categories

(6] Capital investment l~traffic means capital available for
Per area 2 kinds of work
[7] Taxation levied per area T-traffic means tax revenue derived from A
businesses which involve 8 kinds of jobs i
(8] 1Investment in education l-traffic means investment in education
per area which is concerned with 2 kinds of

industrial training

[9] Investment in health J~trafiic means investment in clinic wuich
i clinics deal with 4 kinds of job-workers

Table 3} : Examples of “t s graded troffic

I3
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; We know that, in orthodox physics, the notion of incremental velocity

§v requires, for its representation, the presence of the triangle - as

shown in Fig 3.: This Sv,_or acceleration, is therefore cjosely
associated with the 2-simplex (the trianglé - not just the three edges) just
as the velocity (wnich is a 51) is associated with the i-siiplgx (edge). }
' This is in spite of the fact that we can apparently represent the v 1
along one side of the triangle - because that side cannot be drawn unless

it is possible to draw the whole triangle. This acceleration ;s an ' {

example of what we shall call a t-force - a force which is manifest in the

t structure (on the apprropriate traffic) whenever $x¥ occurs . We see also
that this will involve, in some way, the presence in the structur; (of the
backcloth) of some (t+l)-simplex. Just as the presence of Sv (= Szl)
manifest itself as a 1-force (acceleration) which is closely assogiated
with the 2-simplices of the structure. -

A similar parallel exists with the physicist's notion of a torque,
which is the manifestation of a change in angular momentum $b . Since
h is associated with an area it is an exumple of a 52, and so §h requires
the presence of a 3-simplex (a piece of volume) in the underlying
backcloth before it can be observed (or experienced by the traffic).

Both of these parallels are shown below.

l’ovlu'; - "

-

v

(t01\ (&,2\

Fi;. 3 Examrles in physics of §x% and or 6x° .
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Yatheratical operators on a confplex

The following operators are designed to help us to describe
ratterns X and possible increments # in the context of the
connectivities of the backcloth (a typical complex KY(X)).

(1) The face operator, f, defined by

~
fo £ (XX 00 xp,l) = L;J (Xp oo X ue xp’l)

where ii means that the vertex xi has been clipped out.
Thus fai ® the set of all the (p-1) simplices which are faces of ab

= { r;_l H .’;-1 < fb}

(ii) Tne coface operator, A, (dual to f) which is applied to patterns

L
and definded in the usuai way via*

(£, xP) = (e0p 257) = i2((;{1... Xy eeaX o) 5 #F)

We notice that A %P ig 4 “p+1’ so QA increases the grading by +1 , and

A xP takes a value on each €b’l equal to the sum of the values of #P
on all the .p~faces of that (p+l)-simplex.

We also notice that if we are given some x° (defined on the vertices only
of the complex K) then we can find an associated %P on all the P-simplices

by using this operator A as follows :

when f; = (X1X2 ese xp,l) then
[ 27
0 )
(o0 8%%) = 3 (<X 43°)
P inl

It follows tnat, for any p-simplex ab s the terms of the series

e‘(x°) give the successive graded patterns %% on all the faces of d; .
If now we prune the set Y so that each Yi has non-zero eccentricity
(is not merely the face of some other Yj) then we can identify an

operator ei s for each such i, and so obtain a pattern zenerator , @ ,

for the wnole complex KY(X) - siven by

|
|
B T e stare e e i __.‘...'___J
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a
e = Zei - Eeg. + zei'k etc.
A i"" J z&j&k J
where (eg) o> denotes the operator common to the interface of Y, and Y

1 i 37

(iii) The supraface operator , f, ., which identifies the simplices of

+1
which a given simplex is a face (at one dimension down). It is given by

= i i }
f+1 d‘p L‘J {fp,l such that o;) - 3 rP*l

(iv) The inverse coface operator , A‘l ’

-1_py . y Z -1l .p
(£ o, &7 «P) Z((Xl...xi... pq),a xP )
Des
= ( fp) xP )
and which incidentally = (o, AN 2P ) by (ii) .
So A-]‘ decreases the grading of xP by 1, and gives a partition (into
equal parts) of the value of this #° for the valuss of AL %P on the

- - f .
(p=-1)-faces o any o

(Further properties of Al are discussed in Research Report X, attached).

(v) How we can discuss the incremental caanres S« y in any pattern x,

in terms of the topology of the complex XK. For we have noticed in the
previous section that the t-force {manifest via some Sﬂt) is assoociated
with the ;resence in the structure of suitable (t+1)-simplices. So we
make this explicit by identifying the $2% with some pattern Aut
(which requires the presence of a <Tt+1 for its definition), by making

the following dia;ram commutative, that is to say, the mapping a

must be such that Ae “t =%zt = Aut
a
r £
© - By
-3 =
’ §
£ R St
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This means that a t-force can only be manifest in the strugturg if
there are (t*l)-simplice; to be found there, even though thevalue of
Sst can be observed on the t-simplices on which x® is measured.
Any sengible measure of the "stren;th" or "intensity" of the t-fprce'
probably depends on the data context, but one possibil{ty is to measure
it as the ratio
(085" = (e, 5%

" when that oxists. '
This does not exclude a measure like

(o

$+1? Aut) —( oY) "t)

vhere 0¥+1 e_f+1 oy when the association with the geometry needs

to be made more pointed.
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(1.6] The role of the Obstruction Vector §

The obstruction we are talking about is an obstruction to changes
in traffic on tie structure. This means that it must be an obstruction
to X, when X is the pattern which represents that traffice. And in
intuitive way we would not expect there to be any obstruction if the
geometry is adequately connected. Thus if the complex K consists of a
single simplex ( Uh) with all its faces then we would expect there to be
zero obstruction to changes st for all values of ¢+ from O to (n-1) .
But in this case the stfucture vector § (as distinct from‘é ) consists

of a string of 1's, viz.,
L 4 . °
g = {T111...111}

and that is why our defjinition of.§ involves taking; away 1 from each Qq

to give the obstruction vector

§ - {0000...000)
(thouzh possibly we should not sudtract 1 from the value of Qn ?)
If we refer to Fig. 6 , as an illustration, we can suppose that xl
is a given l-pattern on the l-simplices (the edges) of K. Then consider
the state of affairs in which, at some time tl, ﬁl is non-zero on
the simplex (K1X2> and zero elsewhere (so the l-traffic is located
on this particular ed;e). Now suprrose that at time t2 we wish to have the
traffic located on the edse ¢ X1X3) « This change.in the traffic
condition corresponds to an incrementa}l change le which involves a
decrease on (Xlxz)and an increase on (KIXB) . Since (XIXZ) is a face
of ( XIXZXJ) this change can occur via our AtJl (which requires the
2-gimplex as its domain). So the guometry {the topolo;y) allows this
flow from one edze to the other. In contrast we see that a flow of
this l-traftic from (XIXB) to ( Z3x4> would not occur, because these

two edzes are in distinct l-conponents (Q1 = 3, which is ¥ 1 )e This
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illustrates that q-traffic exreriences zero obstruction to flow (to
changes in its represcntative pattern ® ) in any one gq-component of
the structure, but is absolutely obstructed between distinet q-componenfs.
Hence the effective obstruction to forming Sx¥ ( or Aut) is measured
by the number Qt-l s and this is the component at of § .
Expressed otherwise, we can say that if Q,> 1 then there exist
at least two t-simplices, say, fi and a-i (in separate components)
such that f*lo—i and f*lo-i are disjoint (do not share any common

ojb*l) and so Ap® cannot be defined for any change in a %% which

corresponds to a traffic flow between them,
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[1.7] Examples of induced t-forces in the structure

Changes in the structural backcloth, say S(N), (over some time

interval) automatically induce changes §x in any pattern X which
is defined on that complex. The traffic which is measuted by thi.s x
therefore experiences these changes as t-forces, and these ar;
manifest in appropriate places in the geometry of S(N).

In a simple way we can see this as follows. let Yl be the name of

gome 3-simplex ( X,X X,X in & complex KY(X) and suprose that %
17273

3

4

has a component X~ which takes a value on.this Yl (which we would
naturally write as 33(Y1) )« Then suppose that the structure chahges

in such a way that the vertex X4 is removed from it%., Then we see that

(i) the 3-simplex (xlx2x3x4> collapses to the 2-simplex (x1x2x3) ,

(ii) uB(Yl) must change to zerc, so $x3 = -ﬂ3(Y1), because the
3-simplex has disappeared : this means that the traffic which

23

represents must do one of two taings,
either (a) change its character and become 2-traffic, so that
it can now exist on 2-simplices,
or (b) move through the structure until it finds a new

home in some 3~simplex ; this of course is only
possible if our Yl is itself 3-connected to some
other 3-simplex (so the topology is involved in
this possibility).

(iii) these chanzes are experienced by the orizinal traffic as

forces of repulsion (3~force) in the structure, over this

time perioc,

Illustrations of tae calculation of t-fcrces which are consequent

upon changes in backcloth, S, are given in the following diagrams.
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They are . .taken from the author's Regional Study (Research Report V)

and refer to the structures obtained from the Census Data (for 1966

and 1971) for the four counties of East Anglia ~ the relation being that
between the District Authorities and the industrial Claasificati9n
(Employment) at the (N+1) -level , and the data being sliced at .th‘e
mean values over eqch County (as described earlier). The separate
changes for the four counties are rerresente<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>